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Abstract— OFDM is commonly known as a low-
complexity scheme to cope with frequency-selective channels.
However, a major obstacle for reliable data-transmission
is constituted by rapidly fading channels. This is due to
fast fading leading to a loss of orthogonality among neigh-
boring subcarriers giving rise to intercarrier interferen ce.
A possible approach to alleviate channel estimation is the
use of a linear antenna array at the receiver, which allows
for computing virtual non-moving antennas by linearly
combining the antenna signals. Timing synchronisation is
crucial in this setting. A correct timing basis is required
to have the output of the linear combination lead to an
effectively time-invariant channel. A novel, robust timing
approach is presented which takes into account all antenna
signals and which exploits the cyclic prefix’ redundancy
without introducing additional training overhead. That same
approach is also shown to be applicable with advantage to
estimate receiver-side frequency offsets.

I. I NTRODUCTION

To cope with the channel’s rapid fluctuations the au-
thors of [1] proposed to apply a uniform linear antenna
array (ULA) at the receiver side. By means of interpola-
tion this ULA serves for creating virtual antennas which
are seemingly non-moving. Thereby, the effective channel
becomes time-invariant and intercarrier interference is
avoided. In [1] the chosen transmission scheme, i.e.,
differential PSK, allowed for noncoherent reception. In
[2] channel estimation approaches were described and
shown to be superior in BER performance.
For the spatial interpolation (SI) scheme to work, reli-
able synchronization is indispensable. We will therefore
contribute a time- and frequency synchronization scheme
for continuous transmission which exploits the inherent
correlation of the cyclic prefix (CP). Assuming burst
transmission this approach is well known [3], [4], [5].
Although it has been designed for AWGN transmission,
it can be utilized for multipath influence, too, if the
correlation is extended only over the part of the CP which
is unconsumed by the channel impulse response. In this
case the correlation output will establish a flat region
which leads to considerable variance in the detected start
of the FFT-window. Thus, the correlation technique is
deemed flawed and other techniques applying specific
pilot sequences with good correlation properties are pre-
ferred [5].
Of course, these sequences lower the achievable data-rate.
Instead, we take a new look at the correlation technique

and present two measures to improve it. These measures
are derived from a maximum-likelihood approach which
jointly considers all antenna signals and bases the posi-
tioning of the FFT-window as well as the frequency offset
estimate not only on one OFDM symbol but on several
OFDM symbols. These measures overcome the drawback
of the flat region and render the correlation technique into
a reliable FFT-window positioning technique even for fast
fading channels.
In order to substantiate the effectiveness of the interpola-
tion scheme combined with synchronization we provide
simulation results for statistical channels (WSSUS) as
well as for realistic channel models which are obtained
from ray-tracing. Here, we consider the scenario of a
high-speed train which is equipped with an ULA.

II. SYSTEM MODEL

Our system model ist depicted in Fig. 1. Binary data
b(ξ) ∈ {0, 1} are convolutionally encoded (CC) and
randomly bit-interleaved. After mapping the coded bits
to a QPSK signal constellation differential modulation
is performed in time direction yielding transmit symbols
dν(i) at the ν-th subcarrier in thei-th OFDM-symbol.
We define the number of subcarriers to beN , and the
length of the CP to beNg, andZ = N +Ng. After IFFT
and CP-insertion the OFDM-transmit signal in complex
equivalent baseband notation reads

x(k) =
1√
N

∞
∑

i=−∞

N−1
∑

ν=0

dν(i)ej2πν(k−iZ)/N g(k − iZ)

(1)
with the rectangular filter functiong(k) = 1 for −Ng ≤
k ≤ N − 1, and0 otherwise. The signal is received over
the time-variant channelhℓ,a(k) at thea-th antenna with
tap delay indexℓ and time instantk. It is assumed that
the length of the channel impulse response,L, does not
exceed the CP. The received signal reads

ya(k) = ej2πεk/N
L−1
∑

ℓ=0

hℓ,a(k)x(k − ℓ− θ) + na(k) , (2)

wherena(k) denotes additive white Gaussian noise with
varianceσ2

n, θ the unknown but deterministic arrival time,
and ε a frequency offset normalized to the subcarrier
spacing. Subsequently, it is our intent to estimateθ as
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Fig. 1. OFDM-Transceiver with spatial interpolation, timeand frequency synchronisation

well asε. In Sec. III we detail a two-stage approach which
determines in a first step the timing offset and secondly
the freequency offset.
For the SI to work a linear antenna array is required
which is composed of closely spaced antennas. Thus, the
antennas will receive the transmit signal through impulse
responses which are delayed replica of each other. The
delayD depends on the antenna spacing and the mobile’s
speed. Thus, Eq. (2) is equivalent to

ya(k) = e
j2πεk

N

L−1
∑

ℓ=0

hℓ(k−aD)x(k−ℓ−θ)+na(k) . (3)

The central assumption here is thathℓ,a(k) = hℓ(k−aD),
which is violated in practice by mutual antenna coupling.
The influence of the latter will be shown in the simulation
results on the basis of ray-tracing simulation data. To
describe the SI approach in more detail we assume ideally
delayed impulse responses.
Beforehand the received samples of all antennas for the
k-th time instant are collected in the vectory(k) defined
by

y(k) = [y0(k), · · · , yNr−1(k)]T . (4)

The time and frequency compensated vector then reads

ỹ(k) = e−j2πε̂k/N
y(k + θ̂) . (5)

The idea is now to implement a Wiener filter which at its
output delivers an OFDM signal which has been received
through a time-invariant channel,hℓ(P ), at an arbitrary
time instantP (cf. [1]). Hence, after removing frequency
offset and timing offset we wish to generate the signal

f(k) =
L−1
∑

ℓ=0

hℓ(P )x(k − ℓ) . (6)

This is achieved by linearly combining the received
antenna signals, which are already time and frequency
compensated, i.e.,

ySp(k, p) = w
H(k, p)ỹ(k) . (7)

The Wiener filter output is denoted byySp(k, p).
Its coefficients are found by solvingw(k, p) =
argmin

w̃
E{|f(k)− w̃

H
ỹ(k)|2} which yields the Wiener-

Hopf equation. One can choose to generate several vir-
tual antennas, i.e.p > 1, for a given number ofNr

receive antennas. Extensive simulations indicate that it
is advantageous to compute a virtual antenna for each
actual antenna. The origins of these virtual antennas are
the starting positions of the original antennas.

The virtual antenna signals are subsequently passed
through the FFT after the CP-removal. Upon differential
demodulation maximum ratio combining (MRC) takes
place followed by a demapping to recover the coded
bits which are deinterleaved and decoded by the Viterbi
algorithm (VA).

III. T IMING SYNCHRONIZATION

We describe now our novel method to determine es-
timates for the timing and frequency offset,θ̂ and ε̂,
respectively. All received symbols for thei-th OFDM
symbol are assembled in the vector

zθ(i) = [y(iZ−Ng+θ), · · · , y(iZ +N −1+θ)]T . (8)

To find the arrival timeθ we take into account all OFDM-
symbols as well as all antenna signals. Hence, we want
to maximize the log-likelihood function

λ(θ, ε) = log p
(

θ, ε| zθ(−∞), · · · , zθ(∞)
)

, (9)

where we have introduced the probability density
p
(

θ, ε|zθ(−∞), · · · , zθ(∞)
)

for timing and frequency
offset conditioned on all OFDM-symbols. This is equiv-
alent to maximizing the log-likelihood function,λ0(θ, ε),
for θ andε given by

λ0(θ, ε) =

∞
∑

i=−∞

log p
(

zθ(i)|θ, ε
)

. (10)

The partial log-likelihood functionp(zθ(i)|θ, ε) is pro-
portional to (cf. [3])

log p(zθ(i)|θ, ε) ∝
−1−θ+iZ

∑

µ=−Ns−θ+iZ

log
p(y(µ), y(µ + N))

p(y(µ))p(y(µ + N))
.

(11)

Note the introduction of the variableNs in (11). It de-
termines the number of symbols within the CP which are
correlated. It is an important parameter when multipath
channels are involved, since then a part of the CP is
impaired by ISI. AdjustingNs serves for excluding those
portions of the CP from the sum.
If the number of subcarriers is large, the central limit
theorem allows for the assumption that the OFDM-signal
(1) is Gaussian. Hence, the received signal (3) is Gaussian
as well. With the definition ofyk = [yT(k), yT(k +N)]T

we have therefore

log p(z(i)|θ, ε) ∝
−1+θ+iZ

∑

µ=−Ns+θ+iZ

−y
H
µC

−1
0 yµ

+ y
H(µ)C−1

1 y(µ) + y
H(µ + N)C−1

1 y(µ + N) . (12)



The correlation matrices are given byC0 = E{yH
kyk}

and C1 = E{y(k)H
y(k)} = E{y(k + N)H

y(k + N)}.
The underlying autocorrelation function is given by

ryy(a − a′, k − k′) = E{ya(k)y∗

a′(k′)|θ, ε} (13)

= σ2
xe

j2πε(k−k′)
N Θ((a − a′)D)δ(k−k′)N

+ σ2
nδa−a′,k−k′

with the powerσ2
x of the transmit signal (1), the time-

correlation functionΘ(·) of the channel, and the Kro-
necker delta,δ. Assuming Jake’s Doppler spectrum we
have e.g.Θ(λ) = J0(2πfD,maxTsλ/N), where the 1st kind
Bessel function is denoted by J0(·), the maximum Doppler
frequency byfD,max, and the OFDM-symbol duration by
Ts. The modulo function is denoted by(·)N .

A. Simplified Timing Metric

Eq. (10) is optimal in finding the timing and frequency
offset parameters in the sense that all available informa-
tion is utilized, i.e., all receive signals, correlations and
the signal-to-noise power ratio (SNR). Unfortunately, this
makes it impractical, since this knowledge is not always
at hand. Subsequently we introduce certain simplifications
which render the metric suboptimal, yet still efficient.
These simplifications involve a summation over a finite
number of OFDM symbols, neglecting correlations, ne-
glecting SNR, and a two stage approach for firstly finding
the timing offset and secondly the frequency offset.
A practical version of the timing metric (10) emerges if
we truncate the sum to include only the recentB + 1
OFDM-symbols, i.e., a finite number of OFDM-symbols

λ1(θi, εi) =

i
∑

i′=i−B

log p(z(i′)|θi, εi) . (14)

Note that unlike (10) the left hand side of (14) is now
dependend on the OFDM-symbol indexi, i.e., it is
regularly updated.
Furthermore, we assume spatially uncorrelated and tem-
porally fully correlated antenna signals as well as a low
noise scenario, which is clearly suboptimal. However, this
yields a robust and easily implementable estimator. With
the negative Euclidean distance,Λ(k) = − ‖ y(k) −
y(k+N) ‖2, between all antenna signals in thek-th time
instant, we have

λ2(θi) =
i

∑

i′=i−B

−1
∑

k′=−Ns

Λ(k′ + θi + i′Z) . (15)

Unfortunately, the inner summation overNs for Ns < Ng

does not lead to a unique peak in the timing metric. In-
stead a plateau is established, which increases the variance
of the detected timing offset [6]. Our simulation results
indicate that simple rectangular filtering concentrates the
timing plateau in a triangular shape whose peak is a robust
timing offset indicator. The width of the rectangular filter
is chosen to cover the timing plateau as if only AWGN
were present, i.e.,Ng − Ns + 1.

λ3(θi)=

i
∑

i′=i−B

−1
∑

k′=−Ns

0
∑

k′′=Ng−Ns

Λ(k′ + k′′ + θi + i′Z)

(16)

Having determined the timing offset by means of (16),
i.e., θ̂i = argmaxθi

λ3(θi), we find an estimate of the
frequency offset by

ε̂i = −
i

∑

i′=i−B

−1
∑

k′=−Ns

Nr−1
∑

a=0

arg{ya(m)y∗

a(m + N)}
2π(B + 1)NsNr

(17)

with m = θ̂i + k′ + i′Z.

IV. SIMULATION RESULTS

A. Variance of the detected timing offset

We begin the assessment of our synchronisation scheme
by examining the variance of the detected timing offsetθ̂
against the true value vs.Eb/N0. Fig. 2 depicts results for
a statistical WSSUS channel with uniform power delay
profile of lengthL = 10 and Jakes’ Doppler spectrum
with fD,maxTs = 0.05, 0.15. One receive antenna,Nr =
1, is assumed. The number of subcarriers and the length
of the cyclic prefix areN = 64 and Ng = 16. A
convolutional code is used with code rate1/2.
The size of the inner correlation window is varied from
Ns = 1, for which only one pair of symbols in the CP and
the core symbols is correlated, overNs = 6, for which all
of the ISI-free portion of the CP is used for correlation, to
Ns = 14, for which the correlation is extended over the
ISI-contaminated parts of the CP. The number of OFDM-
symbols,B, is also varied, i.e.,B = 0, 1, 64.
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Fig. 2. Variance of detected timing offset for moderate and fast fading,
Nr = 1, L = 10, correlation and SNR are perfectly known,ε = 0

Let us consider the influence of the number of exploited
OFDM-symbols. IfB = 0, i.e., the timing offset is de-
termined based on one OFDM-symbol, the timing offset
variance atEb/N0 = 4 dB exceeds20 dB. Including one
additional OFDM-symbol, i.e.,B = 1 decreases the vari-
ance by approx.5 dB. Finally, usingB = 64 additional
OFDM-Symbols serves for decreasing the variance of the
detected timing offset under0 dB.
The variance is also decreased if the inner correlation is
increased fromNs = 1 to Ns = 6, such that all of the ISI-
free part of the CP is utilized. In connection withB = 64
additional OFDM-symbols these parameters serve for a



reliable detection of the timing offset for the moderate as
well as for the fast fading case.
For the case for which the inner correlation is extended
over the ISI-contamined area of the CP, i.e.,Ns = 14,
we recognize a degradation of the variance. However, it
still proves to be a reliable indicator of the timing offset,
which is fortunate since the length of the power delay
profile in practice is not always known.
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In Fig. 3 a frequency offset is present. The maximal
frequency offset which can be estimated based on the
cyclic prefix method (17) is 0.5 otherwise phase ambi-
guities occur [3]. However, since the frequency offset
estimation follows upon estimating the timing estimate
this maximal range is decreased. This is due to the timing
offset estimator disregarding the presence of a frequency
offset. Thus it is impaired, leading subsequently to a
degradation of the frequency offset estimate. However,
utilizing several OFDM-Symbols (B > 0) can alleviate
this problem. Compare in Fig. 3a for a frequency offset
ε = 0.15 the two casesB = 0 and B = 64. Based
on one OFDM-symbol, i.e.,B = 0, the variance of the
timing offset is approx.25 dB, whereas the addtional use
of B = 64 OFDM-symbols keeps it as low as approx.
−3 dB.

B. Spatial Interpolation
We now examine the performance of our synchroni-

sation scheme in connection with the SI technique. We
apply the original scheme [1] which is based on differ-
ential modulation in time direction. That same scheme
is applied e.g. in DAB, where large delay spreads are
expected such that the channel exhibits strong frequency
selectivity. However, differential modulation will degrade
if the channel is additionally characterized by fast fading.
Spatial interpolation is able to alleviate this problem
by transforming the time-varying channel into a time-
invariant channel.
Fig. 4 shows that traditional differential modulation can
not overcome the strong time-selective channel condi-
tions. The phase variations of the rapidly fading channel
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are decorrelating the subcarriers in consecutive OFDM-
symbols. Hence, differential demodulation fails to recover
the transmitted data symbols. Applying SI withNr = 2
antennas on the other hand successfully avoids any error-
floor.
Let us consider the influence of timing synchronisation.
If synchronisation is based on (14) the correlation as well
as the SNR are perfectly known to the receiver. Then
one OFDM-symbol is already sufficient to achieve reliable
timing synchronisation. If the synchronisation is based on
(16) the correlation and SNR are completely disregarded.
Instead uncorrelated antenna signals are assumed. If this
scheme makes use of only one OFDM-symbol an error-
floor of 4 · 10−4 is established, which is successfully
decreased by additional OFDM symbols (B > 0).

C. Raytracing Channel Model, Antenna Characteristics

Spatial interpolation relies on receiver-side knowledge
about the channel correlations, which is used to render
the channel time-invariant. For the results in Fig. 4
these correlations were perfectly known. Additionally we
assumed that the ULA-antennas receive the transmitted
signal via ideally delayed channel impulse realizations
without mutual coupling of the single antennas. To verify
the effectiveness of the SI technique for the case when
these conditions are violated, we conducted ray-tracing
simulations.
To generate realistic channel impulse responses (CIRs)
a 3D ray-tracing propagation model and a track envi-
ronment typical for high-speed trains has been used.
The environment consists of a concrete ground floor and
noise barriers as well as metallic tracks and pairs of
pylons. A high-speed train moves along the track with
400 km/h. The movement is implemented by the train
taking sequential positions within the scenario. In order
to have a comprehensive description of the channel the
distance between two train positions is1 mm which is
equal to 9 µs in time. On top in the middle of the
train the mobile antenna is placed. Three base stations
with omnidirectional antennas are positioned every500 m
along the track. They work in a common frequency mode,



i.e. all of them send the same synchronized signal. A more
detailed description of the simulated scenario is given in
[7].
The wave propagation is modeled by a ray-tracing tool.
This takes into account multiple reflection, multiple
diffraction as well as scattering [8]. The simulation fre-
quency is 24.125 GHz which is situated in an ISM
(industrial, scientific and medical) band.
For the CIR calculation a special antenna arrangement
is considered. Four quarter-wavelength monopoles with
uniform spacing of s= 1.8 mm are placed in a lin-
ear constellation on top of the train. The alignment is
oriented along the train track. Using a commercial code
[9] the pattern of each quarter-wavelength monopole on
a metallic ground plane is determined with the remaining
three antennas terminated by50 Ω impedances. These
antenna patterns include the coupling losses and are
completely considered in the CIR calculation. The results
are compared to the CIRs for a single quarter-wavelength
monopole.
The simulation parameters were chosen as follows. The
sampling frequency is set to64 MHz, the number of
subcarriers to 1024, the length of the cyclic prefix to 256.
The ULA mounted on top of the train consists ofNr = 4
mutually coupled antennas. The train is positioned in the
middle between two basestations. A10 m segment is
simulated.
In Fig. 5 we have depicted the BER performance for the
channel model simulated by ray-tracing. The ray-tracing
data does not necessarily obey the isotropic scattering
assumption of the WSSUS channel model. If the train
moves in the middle of two base stations, one can expect
that the maximal and minimal Doppler frequencies are
dominating the correlation. These lead to a cosine shaped
autocorrelation function. On the other hand if the train
is close to a base station the isotropic environment is
better approximated since there are dominating angles of
incidence from three sides. Here one can expect a Bessel
autocorrelation function.
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Fig. 5 shows the performance for realistic channel data
with mutual antenna coupling. As a reference we included
a BER curve, which is based on the channel impulse
response for a monopole antenna, which serves to set
up a ULA by ideally delaying its impulse response. It
is apparent from Fig. 5 that mutual coupling degrades
the BER performance by approximately2 dB. This loss
is caused by the mutual coupling which violates the
assumed ideal delay of the impulse responses. To deter-
mine the Wiener coefficients in (7) we prescribed specific
correlations. Namely we chose a cosine function with
fD,maxTs = 0.14 for the non-coupled, perfectly synchro-
nized antennas, whereas the synchronization SI scheme
with mutual coupling was simulated assuming a Bessel
function withfD,maxTs = 0.05. The latter results indicates
that the SI scheme in practice requires an estimation and
tracking of the channel correlations, which is outside the
scope of this paper and a topic of future work.

V. CONCLUSIONS

We have presented a novel timing and frequency syn-
chronisation scheme for OFDM with spatial interpolation
assuming continuous mode transmission. Our scheme is
CP-based and, thus, introduces no additional training
overhead. Based on a maximum-likelihood criterion, we
derived suboptimal, yet still efficient timing and frequency
offset estimators, which are exploiting several OFDM
symbols instead of only one. This synchronisation scheme
preserves the SI’s ability to reduce the effective Doppler
spread. Realistic channel data was generated to validate
the spatial interpolation technique. We found that mu-
tual antenna coupling introduces an SNR-loss. However,
Doppler compensation is still possible. It remains a topic
of future work to compensate for this mutual coupling.
Simulations based on realistic channel data indicate that
SI needs a reliable estimate of the channel correlations.
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