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Abstract— Differential phase shift keying (DPSK) is  other hand to excel the performance of conventional
an attractive modulation scheme in connection with differential detection of DPSK.

OFDM as it circumvents channel estimation. How- The paper is organized as follows. Section I
ever, it relies on strong correlation between adjacent describes the system model, Section Il details the
symbols and is thus limited to those channels which APP demodulation and the receivers Turbo loop

exhibit either low frequency or low time selectivity. Simulation result ; resented in Section IV,
Based on previous works for the iterative improvement ulation resufts are presente ectio )

of DPSK in a broadband single-carrier context we CONclusions are given in Section V.
present a turbo-receiver which exploits the concate-

nation of convolutional code, interleaver and DPSK Il. SYSTEM MODEL
modulation in a multi-carrier setting. We will show

, X . Notation: Boldface lower-case characters denote
that our receiver provides vast improvements over

b_ T

simple differential demodulation with a performance ~ YECIOrS: €.9%, = (%6, 2b-1,-- -, 2a]", and boldface
close to or even surpassing standard coherent OFDM UPPer-case characters deno'Fe matrices, ?é.gThe
with MMSE channel estimation. operatorD{x} placesx on a diagonal matrix.X],

denotes a matrix element in theth row andb-th

column, and ¢(-) denotes the)-th order modified

I. INTRODUCTION Bessel function. _ . _ .

ULTIPLE bol diff tial  detecti Throughout the paper we will consider differential
Symbo ierentia etection . odulation in frequency direction in order to enable

(',:/IS.DD) 1] tl‘lls corfnmonly kn?vl\gnpsa; ?hdemodulation on a per-OFDM-symbol-basis. Thus,
means 1o improve the performance o - 'N8r the following derivations we will omit an extra

basic idea is to extend the observation interv FDM symbol index.

grom ;W? t§ymtJtoIs asl n conventkl)onal fd'ﬁeregt'?lFig. 1 depicts our transmitter. Independent identi-
emodulation 10 -a farger number of SymbolSqqy_gistributed information bitsh; € {0,1} are

Wlthln.thIS' extended interval amax'mum'“ke“hOOdconvqutionaIIy encoded (CC) yielding code bits
detection is performed. A number of recent papers

. . : ¢;. The randomly bit-interleaved sequeneg is
brought this scheme into a turbo environment, e'%apped onto M-ary DPSK symbols Ad, ¢
mn

in [2] Iinea_r prediction facilitates the implementation{exp(j27T§/M)75 —"0,---,M — 1}, which are
of appro_xmate _MAP_—demoduIanon of DPSK. Indifferentially encoded according to the rule

[3] a similar receiver is developed for AWGN. Both
these schemes are based on the application of an dy, = Ady, - dpy_1 1)
extended observation interval. In [4] this philosophy

leads to a modified BCJR algorithm [5] whosée-€., we chose to perform differential encoding in
metric follows directly from the joint probability frequency direction. The block "reference symbols”
of receive signal and transmit data and which igrovides the periodical initialization of the differen-
designed for minimum-shift keying modulation.  tial encoding process. An OFDM symbol in complex
While these papers consider 5ing|e carrier Systenﬁ@SEband notation is transformed into time domain
this paper expands the ideas of [2], [3], [4] toby the IDFT

OFDM with bit-interleaved convolutionally coded N_1

M-DPSK. Thereby our motivation is on the one , _ 1 Z d,@™kIN _Ng <k < N-1, (2)
hand to avoid explicit channel estimation and on the VN =0

I ndex Terms— Noncoherent Turbo-Detection, DPSK
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Fig. 1. OFDM transmitter
where Ng denotes the length of the cyclic prefix b — LZ_:IH a—i2mne/N 9)
and N the number of subcarriers. Please note that " — 40 '
xi for —Ng < k < —1 represents the cyclic prefix I
taken from the trailing end of the respective OFDM = Z Z dVH&V_ne—ij/é/N. (10)

symbol.
The transmit signak; passes through a WSSUS

time-variant multipath channel with impulse reponsd N IC! terme, is assumed to be uncorrelated to

hex (cf. [6]) and is superimposed by additive whitethe additive noise and to be distributed zero-mean

Gaussian noise (AWGN)u;, with one-sided noise Gaussian with variance (cf. [7, (10)])

v#n =0

power spectral densityy. The received signal in ) 1 NN )
time domain is thus denoted as oicy =1 - WZ > % (27 fomads/N(k — k)
L—1 k=0 k’=0 (11)
Yk = Z ht kTt + Wk, () Which holds for Jakes’ Doppler spectrum with maxi-

=0 _ mum Dopppler frequencyp maxand the OFDM core
where L denotes the length of the channel |mpulsgymbo| durationT}. Thus, w, ~ CA(0, 0%, + 02)

response. After removing the cyclic prefix and aftef|ds for the sum of ICI and AWGN. Let us further

discrete Fourier-transform the received OFDM SyMgefine the autocorrelation function
bol in the frequency domain is given by 1
—j2m A

N-1 (N2 ET (1 _ 2 2 ,Ti2mr
oo L S yperizmhn/y, 4 vra(\) = E{HHy ) = (1= 0ic) 2 08N

For slowly time-varying channels this approach
yields the most attractive property of OFDM,
namely, the transformation of a multipath channel  !ll. APP DEMODULATION OF M-DPSK

into a set of parallel flat-fading channels. Rapidly An APP demodulator basically needs to compute
varying channels however lead to a loss of orthog®oft values for the coded and interleaved hits

nality and introduce intercarrier interference (ICl).

(12)
with the ¢-th path gains?.

Following the exposition in [7] we take ICI into > Pr<Adn\réV_l)
account by modeling it as an additional noise term. | (¢;) = |og\md" (e =0) . (13)
Eq. (4) reads S Pr(Adn\réV‘l)
Ne1l-1 VAd, (c; =1)
rh= Y dyHy, &N 4y, (5) Following the BCJR philosophy will render (13)
v=0 (=0 into a computationally feasible expression. That ap-
with proach was taken in [4]. Let us state the basic results.
1 Nl k(y—n)/N From (13) it is obvious that the main objective for
Hiyn =+ > hy e/ (6) an APP demodulator of DPSK is the computation
k=0 of the a posteriori probability (APP) PAd, [r) ).

and n,, for the DFT of the noise termw;. Eq. (5) Applying Bayes’ rule this APP can be expressed as
can be separated into a useful signal contributio®r(Ad,|r) ") = p(Ady,rd ") /p(x)™"). Thus,
IClI and AWGN the core of APP demodulation of DPSK is the
v = Hod, @) computation of the joint probabi_lityo(Adn, réV‘l)_, _
which is well known from maximum a posteriori
where (MAP) decoding [5].
Wy, = Cp + M, (8) Letusfirstinterprete the DPSK modulator as a trellis



encoder with a certain number of states and tranglen the covariance matrix fafj for A/-DPSK is

tions. This trellis structure is purely artifical, i.e.,given by

the DPSK modulator remains a rate one recursive L.

code, but the interpretation enables the expressiofrr[n] = D{dg} (E{HBL(HBL)H} + 012IJI> D{dg}"

of p(Ad,,r) ') in terms of state transitions (24)
Inspection of Eq. (24) reveals that the determinant of

— Z p(sn =5 ,8041 = 5,15 ').  C,.[n] is independent of the transmitted data. Thus,

(s',8)—Ad, 14 replacing (22) in (21) yields

In Eq. (14) the joint probability on the Ieft( hean P exp (—(rg)"C,! [n]rf)

. . . - p(Tn’SvS’rO )OC — — —

side is expressed in terms of those state transitions exp (—ry OHCH n — 1rp )

(s',s) from states, = ¢ to s, +1 = s that 5)

belong to the considered differential transmit sym# direct implementation of Eq. (25) faces one

bol Ad,. For the following we will use the short Significant problem. With increasing the number

hand notatiorp(sf,s,ré\’*l) = p(sp = 8, 8041 = of hypotheses and likewise the number of states

S,ré\f—l)_ Repeatedly applying Bayes’ rule leads tdncrease, i.e., Eq. (25) entails a time-variant trellis. A
the computation op(s, = s', sp41 = s, ré\ffl) ina remedy for this problem is inspired by the multiple-
forward-backward manner, i.e., symbol detection approach ai/-DPSK [1]. An
observation interval is introduced, i.e., in Eq. (25) the
p(s', 5,00 ") =an(s)m(s',5)Buta(s),  (15) conditioning on the total sequeneg ™! from 0 up

. . e . —1
- , . untiln—1is replaced by the conditioning afj_,,
where the forward probability,, (s'), the transition which takes into account symbols from— Z + 1

o , -
probability 7”(.8 ,$) and thg backward probability up ton — 1 yielding an approximation for the true
Bn+1(s) were introduced given by conditional probability

p(Ady, vy ™)

/ _ / .n—1
an(s) = plsir), 0) prls',s,xy ™) e plrnls' .10 h ). (26)
(s, s) = p(rn|s’,s,r6‘71)Pr(s|s'), a7 o ) v lead
n This approach eventually leads to approximate APPs
Busi(s) = phls,rh). (18) PP J PP

in (14), however, iteratively including extrinsic in-
This approach becomes feasible due to the recursi{@mation from the decoder will make up for this
update of the forward and backward probabilities 10ss. The approximate conditional probability reads

/ , (cf. [4])
Oén+1(8) == Z Oén(S )’yn(s 78), (19)
Vs'—Ad, p(Tn|5/a 57I°Z:1Z+1) x
5n(5/) = Z ﬁn+1(s)7n(sla 5)' (20) exp (_(PZ_Z+1)H67“_T1 [n]rZ—Zﬂ)
Vs—Ad, 27
. exp (_(rn—l )Hé_l[n o 1]rn—1 ) ( )
To actually compute these probabilities knowledge n—Z+17 = noal
about the transition probability is required. Thereforerhe covariance matrices are given by
we introduce ~ { H !
n Crr[n] =E rn7Z+1(ran+1) ’8/78 ’
n— p(rgls’, s " " 28
1) — M (21) ( )

/

n n H
p(T’n|S » Sy I.0 p(rg,—l‘s/7 8) = D{dn—Z+1}CZD{dn—Z+1}
Recall that in Sec. Il a subcarrier was described ifsnd
being distorted by AWGN as well as ICI which was éw[n —1]= E{rnq (xn=L H 5} (29)
modeled by a zero-mean Gaussian distributed pro- B d’,i_jﬂ s ’d"* H
cess. Hence, we can invoke the multivariate Gaussian = Df n—Z+1}CZ-1xZ-1D{ n—Z+1}
distribution with the definitions
exp (= (s§)MC nlrp)

|Gy [n]| ’

whereC,[n] = E{r§(r})"|s’, s}. Let

(22) Cz = E{H} , ,(H ;. )"} +021,(30)
Czaxzi1 = E(H! L (H L, )" + 021 (31)

p(rgls’,s) =

_ The elements of the autocorrelation matrices are
rg = D{d;} - Hy + wy, (23) given by (12), i.e.,[Czlp = [Czaxzilw =



g (n—v)+02d,—.. In order to reduce the number(MMSE), perfect CSI' for MMSE equalization. Ad-
of necessary computations in (27) we define ditionally we inserted simulation results for con-
ventional differential demodulation, which bases the

. 0 e 0 demodulation on two adjacent symbols. Decoding is
T=-C, +|: (32) again accomplished by the Viterbi algorithm. That
0 Culiz case is marked by 'CDD’.

The performance of the Turbo receiver in Sec. Il

to eventually express (27) in the following quadratic
yexp @)1 g4 Is marked either 'noncoh. Turbo APP (Gray)’ for

form
a Gray-mapped QDPSK or 'noncoh. Turbo APP
log p(rp s, s, 2~ Z+1) (33) (aGray)' for an anti-Gray-mapped QDPSK. Three
(" Z+1)HD{d 0} TD{d? ZH}Hrn s iterations are performed. An observation interval of

Z = 5 was chosen resulting i64 states for the
- , A APP-demodulator. We added the case of a coherent
Noticing thatdy, —d;, - _HAd —j and witht,,,, = OFDM system with channel estimation, i.e., fol-

[T]., (33) is expressed |n scalar notation as lowing [8] several pilot symbols, which are known
to the receiver, are distributed in the OFDM time-
log p(rn|s’, 5,1~ z+1) X (34) frequency grid. The pilots were spaced apart 3
z-1 z-1 symbols in frequency direction and 2 symbols in

2-Re Z Z T n—pTn—v H Adp—j ¢ - time direction. A 2-dimensional Wiener filter with
p=0 v=p+1 20 coefficients was implemented [8]. After estimat-

&g the channel at the pilot positions a subsequent
interpolation based on the channel correlations yields

hypothesisAd"~ Z ,. whereas the state transmonthe channel’s transfer functions for all subcarriers.
n—2z+27

(s', s) is described by the hypothesis for the actuallfr this case we applied QPSK with an anti-Gray
transmitted differential symbahd,,. mapping. The Turbo loop is established between

Upon the recursive update of (19) and (20) using" optimal APP-demodulator and the BCJR-decoder

(34) we can compute (15) and arrive eventually dP' the convolutional code. Three iterations were
the soft values in (13). The extrinsic information forPerformed, , 100. The curves are marked by ’coh.
the differentially demodulated code bits is computea—urbo APP".

straightforwardly and after deinterleaving is fed intc 10
a standard BCJR decoder which decodes the con

Eq. (34) reveals the actual state and transition d
initions. Statesn 1 = s’ is associated with the

|+ =g = LE (zF), perfect CSI
cbD

lutionally encoded bits. The extrinsic information of Iy« | 8 noneon o Pe (Gray)
the code bits after decoding can then serve as a pric 10 PN\N®ONG i
information in the next iterations. ] BENCNNN-
-2
V. SIMULATION RESULTS (10
m NN NG AT

Results in terms of BER simulations are pre N R N
sented for the WSSUS-channel with uniformly =18
distributed power delay profile (channel taps :

L = 3,10) and with Jakes' Doppler spec- BEERERREERRER & \ N N N e

trum (normalized maximum Doppler frequencies 10

fomaxls = 0.01,0.2) corresponding to lowly/highly
time/frequency-selective channels. The standard
convolutional code(133,171)s with random bit- Fig. 2. Low time, low frequency selectivity, i.efpmals =
interleaving and a block length af)* information 0-01, L = 3 channel taps

bits is applied. Our OFDM system uséé = 64 In case of low time-selective channels (cf. Fig. 2,3)
subcarriers andVg = 16 guard taps. the coherent Turbo receiver is able to make up for
For a reference we simulated the coherent case wittie non-ideal channel estimation and can achieve
QPSK and perfect channel state information (CSkhe performance of the receiver which has per-
with linear equalization (LE) and Viterbi decoding.fect CSI. Thenoncoherent Turbo receiver achieves
The corresponding curves are marked as 'LE (ZFgonsiderable gains against conventional differential
perfect CSI’' for zero-forcing equalization and 'LEdemodulation but still leaves a gap to the perfect

6 7 9 10 11 12 13
Eb/N(] in dB —



CSl case of~ 0.5dB@10~* for L. = 3 and of 10° e —
~ -5 _ |+ = - LE (MMSE), perfect CSI
~ 1.2dB@10~° for L = 10. & b perfec
10—1 | | —©— noncoh. Turbo APP (aGr.)
100 i AR NN I A Y N - S A
. =g -LE (zF), perfectcsl  F1 Pt AN N WG N gl
y CDD 102t
-1 —6— noncoh. Turbo APP (aGray) T
10 4 —8— coh. Turbo APP ad
S A w
o NN RN AL m 10
1107}
ﬁ 3 10}
mi10 ¢
,,,,,,,,,,,, 10_5 L L L i i i
107 4 6 8 10 12 14 16 18 20
Eb/NO indB —
) R \ VA A W S N . . . . .
10 - - - : - - . Fig. 5. High time, high frequency selectivity, i.6fpmaxls =
5 6 7 8E /3\7 1|(r)1 dlBl 12 13 14 15 0.2, L = 10 channel taps
b 0 -
Fig. 3. Low time, high frequency selectivity, i.€fpmaxls = V. CONCLUSION

0.01, L = 10 channel taps We have successfully applied a modified BCIJR

The situation becomes quite different for the rapidlylgorithm [4] to the APP-demodulation é#-DPSK
changing channels. The normalized Doppler freén an OFDM environment. We have shown the nec-
quency fpmaxls = 0.2 leads to rapid channel varia- essary changes for the BCJR demodulator. We have
tions which can not be reliably tracked by the pilotdemonstrated that unlike coherent Turbo reception
aided channel estimator, i.e., the channel estimatidhe noncoherent Turbo receiver proved to be robust
fails due to a violation of the sampling theorenfor all considered channel conditions. As a final note
necessitating a denser pilot-grid. Fig. 4, 5 illustratéet us mention that our noncoherent receiver achieves
that the coherent Turbo receiver can only achieve @alower error-floor with anti-Gray mapping whereas
lowering of the error-floor. Gray-mapping results in an earlier beginning of the
On the other hand, for the rapidly fading but lowlywater-fall region.

frequency-selective channel the noncoherent Turbo
receiver (Fig. 4) is able to almost achieve the per-
formance of the perfect CSI case before it ends i
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