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Abstract

This paper concerns the application of subtractive inter-
ference cancellation for an asynchronous uplink transmis-
sion in a DS-CDMA system employing different FEC cod-
ing strategies. Due to the inherent bandwidth expansion
in CDMA systems, powerful low rate coding is possible.
Therefore, the combination of convolutional and repetition
codes (CCRPC) as well as a serial concatenation of a con-
volutional code, a Walsh code and a repetition code (SCCS)
are considered. Besides a comparison of the different cod-
ing approaches, parallel interference cancellation (PIC) is
applied to overcome the tremendous effect of multi-user in-
terference (MUI) limiting the capacity of CDMA systems.
In this context, different combinations of PIC and iterative
SCCS decoding are examined.

Assuming perfectly known channel impulse responses for
each user it turns out that the CCRPC scheme achieve near
single user performance even in the case of high system
loads. High interference levels degrade the performance of
the SCCS considerably even when PIC is applied. Only
for low system loads SCCS outperforms the other coding
schemes.

1 Introduction

Code Division Multiple Access (CDMA) has been chosen
in various modern communication systems [1, 2, 3, 4, 5, 6]
as multiple access technique. One popular realization is the
well-known single-carrier Direct-Sequence CDMA system
(DS-CDMA) already embedded in the IS-95 standard [1].
Due to the inherent spreading, each user occupies a large
bandwidth offering FEC coding with very low code rates
and, therefore, high coding gains.

Up to now, a lot of work has been carried out concern-
ing the trade-off between spreading and channel coding
[7, 8]. Recently, it was pointed out by Frenger et al. [9] that
spreading can be interpreted as simple repetition coding,
i.e. spreading is nothing else than channel coding. Hence,
the question arises if we can replace the weak repetition
code by a stronger FEC code.

Specifically, we analyze the performance of two cod-
ing schemes for an uplink transmission over a frequency-
selective Rayleigh fading channel. First, we consider a
coding scenario consisting of a convolutional code and a
simple repetition code (CCRPC). Second, the poor repeti-
tion code is mainly replaced by a more powerful Walsh-

Hadamard block code that can be decoded efficiently by the
Fast Hadamard transformation (FHT). Hence, we get a seri-
ally concatenated coding scheme (SCCS) that is iteratively
decoded [10, 11].

Besides the task of finding strong codes of very low rate
the question arises how the coding schemes behave in the
presence of a multi-user detection (MUD) scheme. In con-
trast to a synchronous downlink transmission where orthog-
onal spreading sequences suppress multi-user interference
(MUI) efficiently, pseudo-noise (PN) sequences are used for
an asynchronous uplink transmission. Therefore, multi-user
interference is the limiting factor concerning system capac-
ity. In this paper, we apply parallel interference cancellation
(PIC) assuming perfectly known channel impulse responses
and identical average receive power for each user. The latter
assumption is valid for systems with perfect power control
so that no near-far problems occur.

The application of parallel interference cancellation leads
itself to an iterative process including the FEC decoder and
the interference canceller. Concerning the SCCS, it turns
out that the receiver contains two nested loops allowing sev-
eral realizations.

The paper is structured as follows: Section 2 describes
the DS-CDMA transmission scheme and the different cod-
ing scenarios. Furthermore, simulation results for a single-
user system and multi-user systems are presented. Next,
the parallel interference cancellation scheme with the corre-
sponding simulation results are discussed in sections 3 and
4. Finally, section 5 concludes the paper.

2 System Description

2.1 DS-CDMA

Figure 1 illustrates the structure of a typical DS-CDMA sys-
tem for a single userj, 1 � j � J . The remainingJ � 1

interfering users are summed up to the signali. The data
streamd(j) consists of binary information bitsd(j)(k) each
of durationTd and is encoded by one of the coding schemes
described in section 2.2. All coding schemes have the same
overall code rate

Rc =
1

GP

=
1

64
: (1)

Therefore, the channel encoder performs the entire spread-
ing with a total processing gain ofGP = 64. After encod-
ing, the resulting sequenceb(j) with Tb = Td �Rc is scram-
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Figure 1: Typical structure of a DS-CDMA system with single-user detection

bled by a user-specific codec(j) possessing the same chip
durationTc = Tb. Due to an asynchronous transmission
in the uplink, we use simple pseudo-noise (PN) sequences
for spreading. The scrambled signals of different users are
transmitted over individual mobile radio channels.

According to Figure 1, a symbolr(k) within the received
sequencer can be expressed by

r(k) =

JX

j=1

L�1X

l=0

h
(j)
l (k) � s(j)(k � l) + n(k) (2)

whereL describes the number of transmission paths of the
mobile radio channel andn(k) the background noise. Al-
though each user is assigned to an individual channel,L is
assumed to be the same for all users. Presupposing perfectly
known channel coefficientsh(j)l (k) that remain unchanged
during a time intervalTd, the corresponding symbol for user
j = 1 at the input of the channel decoder can be devided
into four parts

~b(1)(k) = �(k) + �(k) + (k) + �(k) : (3)

First, �(k) represents the desired coded information ob-
tained by maximum ratio combiningL different taps yield-
ing a diversity gain and therefore enhancing the average
signal-to-noise ratio at the input of the channel decoder.
Next, �(k) describes the path cross talk within the Rake
receiver and(k) the multiple access interference. Finally,
the contribution of the background noise is denoted by�(k).
These four parts build the input signal of the channel de-
coder. Note that the de-spreading, i.e. integrating the de-
scrambled signal over a durationTb, is not performed in the
Rake receiver but in the channel decoder.

2.2 Coding scenarios

The aim of this paper is to shed some light on the mutual in-
fluence of channel coding and multi-user detection. There-
fore, we consider two different coding scenarios. They are
introduced only briefly, a more detailed description can be
found in [10, 11, 12].

The conventional coding system (CCRPC) employs a
simple convolutional code (CC) of constraint lengthL c = 7

and code rateRcc
c = 1=n followed by a repetition encoder

(RPC). The latter one has the code rateRrpc
c = 1=NP en-

suring a constant entire processing gain ofGP = 1=(Rcc
c �

Rrpc
c ) = 64. Therefore, the whole bandwidth expansion is

already implemented in the channel encoder. Among a large
variety of combinations betweenRcc

c andRrpc
c we have

chosen two parameter configurations listed in Table 1. De-
coding is simply performed by means of a correlator (RPC)
and a Viterbi decoder (CC).

In order to improve the performance of the coding
scheme, we replace the RPC by an interleaver and a Walsh
code [13] performing the inner spreading and providing

CC WH RPC

CCRPC Rcc
c = 1=2 - Rrpc

c = 1=32

Lc = 7 Rcc
c = 1=8 - Rrpc

c = 1=8

SCCS Rcc
c = 1=2 Rw

c = 6=64 Rrpc
c = 1=3

Lc = 3 Rcc
c = 1=2 N = 600; 6000

Table 1: Coding parameters

low decoding complexity by the Fast Hadamard transform.
Thus, the entire coding scenario describes a serial concate-
nation of a convolutional code, a Walsh code and a repeti-
tion code as depicted in Figure 2. At the receiver, the repeti-
tion code is decoded first. Then, an iterative decoding pro-
cess starts consisting of an inner symbol-by-symbol Max-
Log-MAP-decoder [14, 15] for the Walsh code and an outer
Max-Log-MAP decoder for the convolutional code (refer
to Figure 3). The extrinsic information of each decoder is
extracted and fed to the successive decoder improving the
performance compared with a single decoding iteration.

conv.
code

Rep.
Code

Walsh
code

d
u

�t

w b

Figure 2: Encoder of serial concatenated coding scheme (SCCS)

Analyzing the SCCS it turns out that a convolutional code
with Lc = 3 andRc = 1=2 yields the best results in the
context of suboptimal iterative decoding. It was combined
with a rate6=64WH code so that the code rate of the repeti-
tion code amountsRrpc

c = 1=3. The interleaver�t between
CC and Walsh encoder was randomly chosen with different
lengthsN . Table 1 depicts the parameters of the coding
schemes under investigation.
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Figure 3: Decoder of serial concatenated coding scheme (SCCS)

2.3 Performance without PIC

In this subsection, we first present simulation results for
single-user systems (SUS). A fully symbol-interleaved 4-
path Rayleigh fading channel was used, i.e. the channel is
assumed to remain unchanged for the durationTd = GP �Tc
of one information bit. In the average, the transmitted sig-
nal’s energy is spread equally over the 4 taps of the channel.
Successive channel coefficients are assumed to be statisti-
cally independent.
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Figure 4 depicts the corresponding simulation results.
Please note thatEb denotes the energy per information bit
d(j)(k) and not the energy of a coded bitb(j)(k). Obviously,
at medium and high signal-to-noise ratios, the Walsh-coded
SCCS outperforms the conventional schemes by 2 dB for
an interleaver size ofN = 600 and by 3 dB forN = 6000.
At low signal-to-noise ratios, the conventional schemes per-
form better. Moreover, the CCRPC scheme withRcc

c = 1=2

loses nearly 0.5 dB compared withRcc
c = 1=8. Further re-

ductions ofRcc
c lead only to minor additional gains.
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Figure 4: Simulation results for different coding schemes and
J = 1 active user

The results discussed above represent the performance of
a single-user system. However, expanding our considera-
tions toJ active users does not require additional simula-
tions. We can tightly approximate the results forJ active
users by calculating an equivalentEb=N0 and exploit the
results of the single-user system already depicted in Fig-
ure 4. Regarding aL-path Rayleigh fading channel with
equal power distribution and a chip-synchronous transmis-
sion, the average signal-to-noise ratio on each channel tap
is

 =
RcEb=N0

L+ (JL� 1)RcEb=N0
: (4)

Equation (4) takes into account the effects of multi-user in-
terference and path cross talk. The Rake receiver performs
the maximum ratio combining ofL statistically indepen-
dent taps. For a fixed channel, the signal-to-noise ratio is
increased by a factorL. Furthermore, considering also the
processing gainGP that affects the suppression of inter-
fering users as well as the path cross talk, we receive an
equivalent measure ofEb=N0

SNRequ(Eb=N0; J; L) =
LEb=N0

L+ (JL� 1)RcEb=N0
: (5)

Now, we can approximate the performance of multi-user
systems in the absence of MUD techniques. From (5) with
J = 1 and the simulation results shown in Figure 4 we
know the functionP (J=1)

b (SNRequ(Eb=N0; 1; L)). Re-
placingSNRequ(Eb=N0; 1; L) by SNRequ(Eb=N0; J; L),
we get the relationship

P
(J)
b

(SNRequ(Eb=N0; 1; L)) =

P
(J=1)
b (SNRequ(Eb=N0; J; L)) : (6)

Figure 5 shows the performance of the considered coding
schemes forJ = 32 active users. Simulation results are
depicted as symbols whereas lines represent the applica-
tion of (6). Obviously, a tight conformance can be ob-
served. A comparison with Figure 4 visualizes the per-
formance degradation due to MUI. The CCRPC schemes
possess a high error floor caused by severe multiple access
interference so that an error rate ofPb = 10�4 cannot be
reached. However, the SCCS especially with the larger in-
terleaver is able to achieve error rates ofPb = 10�5 in range
7 dB � Eb=N0 � 11 dB. Therefore, the SCCS provides
acceptable performance even in the absence of multi-user
detection schemes. As expected, the points of intersection
between SCCS and CCRPC moved toward higherEb=N0

but they still lie in the range10�1 < Pb < 10�2.
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Figure 5: Performance of coding schemes forJ = 32 active users

3 Parallel Interference Cancellation

Multi-user detection (MUD) schemes can be mainly dev-
ided into two groups, linear and nonlinear techniques [16].
Linear MUD schemes invert the correlation matrixR of
the used spreading sequences according to the zero-forcing
or the MMSE solution. The latter one supplies a compro-
mise between sufficiently decorrelating the interfering sig-
nals and noise suppression. Due to the inversion ofR, the
above mentioned methods presuppose a repetition code for
spreading. Otherwise, the correlation matrix would be in-
fluenced by the coded data bits and calculating the inverse
of R would require an estimation of the coded bits itself.
Thus, to our knowledge, a joint implementation of linear
MUD and decoding without a repetition code has not yet
been realized and linear MUD cannot be applied for the
SCCS.

Therefore, we consider nonlinear multi-user detection op-
erating behind the FEC decoder. Generally, successive
and parallel interference cancellation schemes are distin-
guished. The former technique is suitable for systems with-
out power control where the power of the received signals
vary in a wide range. This scenario is predestinated for the
successive detection of all signals starting with the highest
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Figure 6: Principle structure of the parallel interference cancellation scheme

power signal and proceeding till the weakest signal has been
detected. After each detection, the re-constructed version is
subtracted from the channel output reducing the interfer-
ence and allowing a more reliable detection of the remain-
ing signals.

In this paper, we apply parallel interference cancellation
(PIC) where all incoming signals are detected simultane-
ously. In contrast to the scheme described above, the PIC
scheme requires a strong power control ensuring the same
receive power for all incoming signals. The structure of
the whole PIC system is depicted in Figure 6. A Soft-
In/Soft-Out decoder delivers the estimated information bits
d̂(j) as well as log-likelihood ratiosL(~b(j)) of the coded
bits. Then, the expected values of the LLRs are calculated
by thetanh-function. Afterwards, the received sequences
are re-constructed by scrambling and re-transmitting over
the individual 4-path Rayleigh fading channels. Finally, the
sum~r(1) of all interferingsignals regarding userj = 1 is
subtracted from the received signalr. In the absence of de-
coding errors, this difference is an estimate of the received
signal of userj = 1 without multi-user interference. There-
fore, passing this signal through the Rake and the channel
decoder a second time should yield the performance of the
single-user case. Due to decoding errors, the procedure de-
scribed above has to be repeated several times.

Concerning the SCCS, it has to be mentioned that there
exist several possibilities to calculate the LLRsL(~b(j)). In-
stead of using the output of the convolutional decoder, we
have exploitedL( ~w) at the output of the Walsh decoder. As
depicted in Figure 3, it delivers not only soft estimates for
the input bitsu of the Walsh encoder but also a LLR for
each coded symbol in a WH codeword. The expected val-
ues of these LLRs have to be repeatedNp times, scrambled
and retransmitted over the multi-path channel.

The structure described above incorporates two nested
loops so that two possible realizations exist. First, we can
perform the iterative decoding for each user before carrying
out the subtractive interference cancellation. This would
guaranty a certain reliability of the reconstructed signal
used for interference cancellation. Alternatively, we first

carry out a loop consisting of Walsh decoding and subtrac-
tive interference cancellation several times before running
the decoding loop. This would save some computational ef-
fort because the convolutional soft-in/soft-out decoder does
not run so often. However, the second approach suffers
from the inaccuracy of the reconstructed signal and per-
forms much worse than the first one. Therefore, the next
section presents only the results for the first PIC realization.

4 Simulation Results

As mentioned above, we used a fully symbol-interleaved 4-
path Rayleigh fading channel in our simulations. Due to the
multiplicity of parameter combinations, we restrict the pre-
sentation on the coding schemes CCRPC withRcc

c = 1=8

and SCCS withN = 600. The results for these schemes
and different number of active users are shown in Figures 7
and 8, respectively. It can be observed that the CCRPC
scheme reaches the single user performance (SUS) even in
the case ofJ = 48. Note thatJ = 32 active users lead to
a ’full loaded system’ when compared with half rate coded
TDMA or FDMA systems. Contrarily, the SCCS scheme
with N = 600 only reaches SUS performance forJ = 8

andJ = 16. Increasing the number of users toJ = 32

leads to a loss of more than 1 dB atPb = 10�5.A direct comparison of CCRPC and SCCS is shown in
Figure 9. At a bit error rate ofPb = 10�5 the SCCS out-
performs the conventional scheme forJ = 16 andJ = 32

users. However, the gain forJ = 32 is rather small and the
point of intersection between CCRPC and SCCS is reached
atPb = 6�10�5. These relationships can be explained by re-
garding once again Figure 4. As already mentioned in sec-
tion 2.3, the point of intersection is moving towards higher
signal-to-noise ratios whenJ increases. Therefore, for large
J the PIC scheme is working at SNRs where the CCRPC
scheme outperforms the SCCS. It is expected forJ > 32

that the SCCS performs worse. Concerning the computa-
tional costs it has to be mentioned that due to the small con-
straint length of the convolutional code in the SCCS it needs
less computational power than the CCRPC scheme.
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Figure 7: Performance of PIC for CCRPC and different number
of users
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Figure 8: Performance of PIC for SCCS and different number of
users

5 Conclusion

It has been shown that significant performance improve-
ments can be achieved by replacing the weak repetition
code inherent in many CDMA systems by a more power-
ful code, e.g. a Walsh code or a convolutional code of lower
rate. Comparing CCRPC and SCCS, it turns out that SCCS
performs better for medium and high signal-to-noise ratios.
Even for high system loads, the SCCS is able to provide ac-
ceptable error rates without MUD. The application of paral-
lel interference leads to remarkable gains. For the CCRPC
scheme the performance of a single-user system is reached
even forJ = 48 users. Concerning the application of PIC
for the SCCS, there remains a gap to the single-user sys-
tem for high system loads. However, its performance is still
superior to that of the CCRPC scheme.
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[3] T. Ojanperä and R. Prasad. An Overview of Air Interface Multi-
ple Access for IMT-2000/UMTS.IEEE Communications Magazine,
September 1998.

[4] E. Dahlman, B. Gudmundson, M. Nilsson, and J. Sk¨old.
UMTS/IMT-2000 Based on Wideband CDMA.IEEE Communica-
tions Magazine, pages 70–80, September 1998.
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