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Abstract—The multicarrier technique is known since more than 40 years.
First practical applications, however, were not considered before 1990 when
Bingham’s famous paper appeared which pointed out the great attraction of
this idea – especially in the form of the FFT-based ”OFDM” (Orthogonal
Frequency Division Multiplexing). Meanwhile, OFDM is applied in the DAB
and DVB standard (Digital Audio/Video Broadcasting) and in modern indoor
communication concepts like HIPERLAN/2 and IEEE802.11a. In this paper
an overview of new techniques in the field of multicarrier transmission will be
given. At first, the attention is focused on the problems of equalization and
channel estimation. Noise reduction methods are applied which exploit the
fact that the channel impulse response is shorter than the FFT length used.
A quite modern concept is the so-called ”turbo estimation” where channel de-
coding can be included in the estimation process. This leads to a very powerful
channel tracking algorithm. In some recent papers OFDM was compared to
the classical single carrier structure with a frequency domain equalizer; here
it will shown that OFDM outperforms the single carrier structure if channel
coding is taken into account. The performance of the algorithms developed
here is demonstrated by simulation results based on the HIPERLAN/2 Stan-
dard.

Keywords— OFDM, multicarrier transmission, HIPERLAN, channel es-
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I. HISTORICAL BACKGROUND

The fundamental idea of multicarrier transmission was born
in 1957 when M. Doelz presented a new data transmission
method which he called “KINEPLEX“ [1]. Ten years later,
Saltzberg’s paper [2] appeared which applied a specific over-
lapping impulse shaping concept – in this paper also a theo-
retical orthogonal Nyquist shaping based on Offset QAM was
derived. The technique which we today call “OFDM“ (Orthog-
onal Frequency Division Multiplexing) was introduced in 1971
by Weinstein and Ebert [3]; here for the first time, the efficient
DFT structure was presented. Since 1971, the OFDM technique
was re-invented several times – e.g. [4], [5] – even a hardware
realization was presented in [6]. At that time, however, no com-
mercial applications were considered. The break-through came
with the well-known Bingham paper [7] – probably the non-
conventional title attracted the attention of communication peo-
ple. Beside the usual DFT-based OFDM system some authors
studied more general concepts using either time-overlapping or
spectral-overlapping impulses (e.g. gaussian impulses which are
characterized by their minimum time-bandwidth property) [9],
[10], [11], [12], [13]. In that case, intersymbol interference (ISI)
or inter carrier interference (ICI), respectively, are removed by
Viterbi equalization.

The first important application of the multicarrier technique was
considered in the Digital Audio Broadcast (DAB) concept and
later in Digital Video Broadcasting (DVB) [14], [15], [16]. It
should be mentioned that for the 3rd generation standard UMTS
(Universal Mobile Telecommunication System), OFDM was
among the concepts proposed [17]. However, it was not ac-
cepted. Currently, new systems for indoor communications are
under preparation: the new W-LAN standards HIPERLAN/2 and
IEEE802.11a are based on the OFDM technique [18], [19].
Beside the applications in wireless communications, multi car-
rier solutions are also introduced in ADSL (Asymmetric Digi-
tal Subscriber Line) and HDSL (High-Speed Digital Subscriber
Line) – in these applications it is usually denoted as DMT (Dis-
crete Multi Tone) [20] instead of OFDM – this is just a different
name, the technique is quite the same.

This paper is organized as follows. After an introduction into
the fundamentals of OFDM, the important problem of channel
estimation is addressed in section III; noise reduction techniques
as well as the modern ”turbo estimation” principle are applied –
the latter technique leads to an efficient channel tracking algo-
rithm which solves the problems arising from long data bursts
under time variant conditions in section IV. The channel esti-
mation is considered under the specific condition that some sub-
carriers are unmodulated as it is the case e.g. in HIPERLAN/2.
In some recent papers OFDM is opposed to the similar looking
structure of a classical single carrier technique with a frequency
domain equalizer; in section V both concepts are compared un-
der channel coding conditions. The guard interval introduced in
the OFDM signal must be longer than the maximal duration of
the channel echos; if this condition is violated ISI occurs. To
overcome this problem linear pre-equalizers can be applied for
impulse shortening the design of which is discussed in section
VI. The performance is demonstrated by simulation results on
conditions of the HIPERLAN/2 standard. Finally, a conclusion is
given which summarizes the main results of this paper.

II. THE PRINCIPLES OF MULTICARRIER TRANSMISSION

Primarily, the multicarrier technique OFDM can be described
as an analog discrete multi-tone filterbank with rectangular (or-
thogonal) impulse shaping filters for each subcarrier. Figure 1
depicts a basic OFDM block diagram. Each complex data sym-



bol dn(i) is mapped onto the nth among N subcarriers, where
i denotes the current time slot or OFDM symbol. Practically,
discrete transmitter and receiver filter banks are used and com-
puted efficiently by FFT algorithms. The complex OFDM time
domain baseband symbol is

s(i; k) =
N�1X
n=0

dn(i) � e
j2��n�k=Nf ; (1)

where Nf denotes the used (I)FFT (or block) length, and k 2

f�Ng; :::; 0; :::; Nf � 1g the time index. It follows that one
OFDM symbol consists of Ng + Nf samples where Ng de-
notes a cyclic prefix as guard interval. Considering the sam-
ple rate fs, the guard length is Tg = Ng=fs, the FFT win-
dow length is Ts = Nf=fs, and the total symbol duration
is T = (Ng + Nf )=fs. The guard interval should protect
the received data against inter-symbol- (ISI) or inter-carrier-
interference (ICI) in case of multipath propagation. It is a well
known fact of OFDM, that the time domain signal s(i; k) has a
non-constant envelope, but there exist a lot of solutions to over-
come this problem [22], [29], [42], [40], [39], [33].
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Fig. 1. Time discrete OFDM system

In general, each received symbol is influenced by all subcarriers
of all OFDM symbols. If we assume the maximum channel de-
lay time to be shorter than one OFDM symbol we only have ISI
between the current (i) and the previous (i� 1) OFDM symbol.
The received symbols can be written as

d̂n(i) =
N�1X
�=0

C(0)
n;�

� d�(i) +
N�1X
�=0

C(�1)
n;�

� d�(i� 1) (2)

where d̂n(i) denotes the received symbol of the nth subcarrier
and C marks the frequency domain channel coefficient. Assum-
ing time invariant conditions, the channel coefficients do not de-
pendent on i, so that C (0)

�;n is a measure of ICI between the �th

and nth subcarrier of the ith OFDM symbol. The second part of
(2) is the ISI expressed by C

(�1)
�;n . For complete symbol detec-

tion a very complex equalizer has to be used. But, if the overall
channel impulse response is not longer than the guard interval
(�max � Tg), the channel influence can be described by a simple
complex multiplication in frequency domain

d̂n(i) = Cn � dn(i) ; (3)

where Cn = C
(0)
n;n. All other channel coefficients of C (0)

�;n and

C
(�1)
�;n are zero in case of ISI- and ICI-free-transmission. This is

a very important aspect, because easy equalization (multiplica-
tion by en = 1=Cn on each subcarrier separately) is one of the
strongest assets of OFDM. This zero forcing solution is viable
if channel state information is considered in the Viterbi channel
decoder.
Thus, the guard time has to be longer than the maximum rel-
ative channel delay. The drawback of the guard interval is the
bandwidth efficiency decreasing with the guard length. Since
the guard interval contains no (new) information, the efficiency
decreases by a factor of (1 � Tg=T ). Thus, for a proper design
of an OFDM system a compromise between efficiency and ad-
ditional ISI/ICI noise must be found. To minimize the ISI/ICI
influence and the bandwidth efficiency loss, it is a possible solu-
tion to decrease the channel impulse response length by means
of a linear pre-equalizer, like shown in section VI.
Concerning current WLAN standards, the total OFDM symbol
duration is T = 4 �s including a Tg = 0:8 �s guard interval and
the Ts = 3:2�s core symbol. The N = 52 active subcarriers are
placed symmetrically about zero, with the DC component left
blank. With a subcarrier distance of �f = 1=Ts = 312:5 kHz
the total OFDM bandwidth occupied is about 16.5 MHz. Using
anNf = 64 point FFT algorithm (oversampling rate w = 1:23),
the required time domain sample rate is exactly fs = 20 MHz.
In combination with variable code rates (punctured convolu-
tional codes) and different symbol mapping schemes (BPSK ...
64-QAM), the new WLAN standards provide data rates from 6
up to 54 Mbit/s.

III. CHANNEL ESTIMATION

As mentioned in the last section, the new WLAN standards
HIPERLAN/2 and IEEE802.11a are based on the multi-carrier
(MC) technique OFDM [18], [19], [21], [43] with coherent data
demodulation. Channel estimation is required. In the PHY layer
of both standards, different burst types with equal training sym-
bols are defined. The preamble contains a synchronisation se-
quence of 8 �s (except the downlink burst) followed by 2 iden-
tical training symbols dPn (i) (each 3.2 �s) and protected by one
long guard interval (1.6 �s). The payload contains user data
packets of 432 bit/packet. Figure 2 shows an example of a PHY
burst (27 Mbit/s mode). Each data OFDM symbol consists of
48 data and 4 pilot carriers. The pilot carriers can be used for
fine frequency tuning.
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Fig. 2. Time domain burst structure (27 Mbit/s mode)

With the given burst structure, the system permits an estimation



using two subcarriers coefficients at the beginning of each burst

Ĉn(i) =
d̂Pn (i)

dP
n

: (4)

With jdP
n
(i)j = 1, the division in (4) can be practically replaced

with a multiplication by (dP
n
)�. Assuming time invariant chan-

nels, the averaged coefficients are

s(i,k)
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Ĉn =
1

2
� (Ĉn(0) + Ĉn(1)) : (5)

Figure 3 shows the block diagram of the channel estimator. In
case of AWGN the estimated coefficients are given by the true
channel transfer coefficients Cn and additive noise N ce

n

Ĉn = Cn +Nce

n ; (6)

where the averaged power ofN ce
n is 3 dB below the data symbol

distortion (due to averaging over 2 pilot symbols). As simula-
tion results will show, the presented channel estimation method
results in an S=N loss of about 2 dB compared to simulations
with perfectly known channels [36].
By exploiting the correlations between adjacent subcarriers co-
efficients, the estimator noise in (6) can be reduced substantially.
The so-called noise reduction algorithm (NRA) is placed be-
tween IFFT and FFT as shown in figure 4.

C
CE

C
FFT

c
IFFT

Ng

impulse length limitation

~
c
~

noise reduction algorithm (NRA)

Fig. 4. Noise reduction algorithm (NRA)

In order to fulfill the condition of ISI and ICI free demodulation,
the channel impulse response has to match the guard interval.
In particular, the maximum channel delay must not exceed the
guard time. With the number of guard samples Ng (here: 16),
the channel impulse response vector c of one FFT block with
length Nf satisfies

c(k) = 0 ; Ng � k � Nf � 1 : (7)

The estimated channel impulse response ĉ can be computed by
an inverse fourier transformation of the estimated channel trans-
fer function vector Ĉ

ĉ =WIDFT � Ĉ ; (8)

with the IDFT matrix WIDFT containing all twiddle factors

WIDFT (k; n) =
1p
Nf

� ej2��n�k=Nf : (9)

The basic idea of noise reduction is the limitation of the impulse
response according to

~c(k) =

�
ĉ(k) ; 0 � k � Ng � 1
0 ; Ng � k � Nf � 1

: (10)

After re-transformation into frequency domain

~C =WIDFT�1 � ~c ; (11)

the averaged noise power in ~Cn has been reduced by the factor
N=Ng. (note: if IDFT and DFT are used for noise reduction, the
number of subcarriers N must be equal to the DFT length N f .
Another possibility will be presented in the following text.)
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Fig. 5. Training symbols in frequency domain

The problem of this well-known technique is the computation of
the IDFT (8) and the DFT (11) in case of incompletely estimated
channel transfer functions. Some of the subcarriers cannot be
estimated since they are not used (guard band, DC component,
see figure 5) In order to overcome these problems, we can split
the vector Ĉ into subvector Ĉk, containing all known or assess-
able coefficients and subvector Ĉu with all unknown channel
coefficients. A similar split can also be done in time domain

ĉ1 = [ĉ(0); ĉ(1); :::; ĉ(Ng � 1)]T ; (12)

ĉ0 = [ĉ(Ng); ĉ(Ng + 1); :::; ĉ(Nf � 1)]T ; (13)

where ĉ1 contains the true channel impulse response and ĉ0 in-
cludes zeros (7) or pure noise. The IDFT can be computed by

�
ĉ1

ĉ0

�
=

�
W11 W12

W21 W22

�
�

�
Ĉk

Ĉu

�
; (14)

where the IDFT submatrices W11, W12, W21, and W22 in-
clude all N 2

f
twiddle factors (9) in a rearranged order. Due to

a switched ranking within the frequency domain vector Ĉ, the
rows of Wk have to be re-organized in the same way. Since
ĉ0 = 0 according to (10), we get from (14)

ĉ0 = (W21 � Ĉk +W22 � Ĉu) ; (15)

W22 � Ĉu = �W21 � Ĉk : (16)



With a modified pseudo inverse W+
22

(WH
22 �W22 + 
2 � I)�1 �WH

22| {z }
W

+

22

�W22 = I ; (17)

where WH denotes the hermitean of W, the unknown transfer
factors can be computed by

Ĉu = �W
+
22 �W21 � Ĉk ; (18)

with I the identity matrix. In order to prevent W+
22 from nu-

merical instability, a small factor 0 < 
 << 1=Nf has been
introduced. The complete computation of ĉ1 is

ĉ1 =
�
W11 �W12 �W

+
22 �W21

�
� Ĉk : (19)

Considering (10)

~c1 = ĉ1 ; (20)

~c0 = 0 ; (21)

and with the parts of the resorted DFT matrix

�
~Ck

~Cu

�
=

�
W

H
11 W

H
21

W
H
12 W

H
22

�
�

�
~c1

~c0

�
; (22)

it is possible to compute the noise reduced subcarrier coeffi-
cients

~Ck =
h
W

H
11 �

�
W11 �W12 �W

+
22 �W21

�
� Ĉk

i

= Wkk � Ĉk : (23)

Since the noise reduction matrix Wkk can be pre-computed,
the noise reduction algorithm requires only one run-time matrix
multiplication (23). Figure 6 depicts some simulation results
of the 27 Mbit/s mode. For Monte-Carlo simulations, a typi-
cal Rayleigh fading indoor channel model with a delay spread
��=100 ns has been chosen. As a reference, the results with
perfectly known channel coefficients are given, too.
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Fig. 6. Simulated bit error rates (BER) with channel estimation (CE) and noise
reduction algorithm (NRA)

With raw channel estimation over 2 training symbols (CE with-
out NRA), the Eb=N0 loss is about 2 dB, compared to perfectly
known channels. Using the noise reduction algorithm (23), the
Eb=N0 loss is reduced to 0.7 dB. For other HIPERLAN/2 or
IEEE802.11a modes, similar results have been obtained.

IV. CHANNEL TRACKING

The HIPERLAN/2 and IEEE802.11a standards provide 2
training symbols in front of each data burst and 4 pilot carriers
inside each data symbol. In case of time variant channel coef-
ficients, the initial channel estimation suffices only for OFDM
symbols near the beginning of the burst. Therefore only 4 pilot
carriers are not sufficient to supply channel tracking for a com-
plete subcarrier coefficient set [26], [27], [28].
In order to create additional training symbols, received and de-
cided data can be re-modulated to re-estimate the channel co-
efficients during data demodulation, as it can be seen in figure
7. The best choice would be decided data feedback from the
Viterbi decoder output, because the bit error rate (BER) is much
better than at the decoder input. However, code termination is
only provided at the end of each data burst. Before code termi-
nation has been reached, a sufficiently safe data decision will be
at the expense of some Viterbi decision delay. Figure 8 shows
the simulated bit error rates subjected to the Viterbi decoding
delay kmax with different coding rates Rp.
The results of figure 8 are summarized in table I for all HIPER-
LAN/2 modes. In a worst case scenario with Rp = 3=4, the
Viterbi decoder needs a delay of 100 decoded bits. With one
OFDM symbol containing 36 data bits (9 Mbit/s mode), a max-
imum decoding delay of i0 = 3 complete OFDM symbols is
required. In order to obtain comparable results, this delay has
been used for all modes.
The other feedback possibility is to use the non decoded sym-
bols at the symbol decoder output for re-modulation (i 0 = 0).
Figure 7 illustrates both options.
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Fig. 8. Simulated bit error rates (BER) of 27 Mbit/s mode versus decoding
delay kmax (only AWGN)

The first i0 + 1 OFDM symbols are demodulated by using the
initial channel estimate. The decided data (before or after de-
coding) must be re-modulated. The decision delay is denoted
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Mode Rb Nbps kmax min(i0) �tdec

6 1/2 24 > 60 3 12 �s
9 3/4 36 > 110 3 12 �s
12 1/2 48 > 60 2 8 �s
18 3/4 72 > 110 2 8 �s
27 9/16 108 > 70 2 8 �s
36 3/4 144 > 110 1 4 �s
54 3/4 216 > 120 1 4 �s

TABLE I

Estimated decoding delay

by z�(1+i0). Dividing d̂(i) by dre(i) and applying the noise re-
duction algorithm will produce a new channel estimate ~C(i) for
the ith OFDM symbol. In order to reduce noise influence, a first
order loop filter with parameter a0 < 1 has been introduced, as
shown in figure 7.
Finding an optimal loop parameter a0 means a compromise be-
tween noise sensitivity and tracking ability. In order to simu-
late the noise influence, a time-invariant Rayleigh-fading indoor
channel model (�� = 100ns) has been used. Figure 9 shows
the simulated BER versus a0 for both cases: decided data feed-
back before (uncoded) and after Viterbi decoding (coded). The
averaged noise power is �Eb=N0 = 15 dB.
In case of a0 = 0, no tracking is applied and the BER must
therefore be identical to that in figure 6 with NRA. Of course,
with an increased a0, the noise influence on tracking based on
non-decoded reference symbols rises more than for decoded
symbols. With a0 < 0:2 (uncoded) and a0 < 0:5 (coded) a
negligible BER loss is obtained.
For tracking power simulations, a time variant channel model
has been used, considering Jakes-distributed Doppler-spreading
derived from mobile speed vmax

fD;max �
1

�
� vmax (24)

with wave length � = c0

f0
(here � = 5:77 � 10�2m).

In figure 10 the simulated packet error rates (PER) of a HIPER-
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Fig. 9. Simulated bit error rates (BER) of 27 Mbit/s mode versus loop parameter
a0 with �Eb=N0 = 15dBg

LAN/2 system (27 Mbit/s) in case of high mobility is depicted.
The simulated PHY burst length is about 800 �s. Without track-
ing, the PER becomes very high for more than 3 m/s. Applying
channel tracking after exploiting Viterbi decoding, the system
functionality can be guaranteed up to vmax = 30 m/s.

V. A COMPARISON TO SINGLE-CARRIER

FREQUENCY-DOMAIN EQUALIZER

One typical charateristic of OFDM is channel equalization by
multiplying each subcarrier separately. The cyclic prefix allows
to handle the received signal as periodic, i.e. to apply cyclic con-
volution. Thus, the DFTs of the signal and the channel impulse
response can be multiplied (3).
Single-carrier systems with frequency domain equalizer (SC-
FEq) [37], [38] draw on the same idea. Since both systems,
OFDM and SC-FEq, have similar equalization structures, the
frequency domain equalizer will be explained and compared to
OFDM in this section.
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The block diagram of a single-carrier system with linear fre-
quency domain equalizer is given in figure 11. The modulated
data d(i; k) are divided into blocks of FFT length Nf , where i
is the block index and k = 0; 1; :::; Nf � 1. Each block gets a
cyclic prefix containing the last Ng data symbols of each block.
If the discrete channel impulse response c(k) matches the guard
interval, the received blocks d̂(i; k) consist of the cyclic con-
volution of d(i; k) and c(k) disturbed by white Gaussian noise
n(i; k)

d̂(i; k) = n(i; k) +

NgX
�=0

c(�) � d(i;mod(k � �;Nf )) : (25)

The discrete fourier transform (DFT) of each block is

D̂n(i) =

Nf�1X
k=0

d̂(i; k) � e�j2��n�k=Nf (26)

= Dn(i) � Cn +Nn(i) : (27)

Due to this simple multiplicative channel influence, equalization
can be performed in same way as in OFDM systems

~Dn(i) = en � D̂n(i) : (28)

After inverse fourier transform (IDFT), the received and equal-
ized data symbols are given by

~d(i; k) =
1

N

Nf�1X
n=0

en � D̂n(i) � e
j2��n�k=Nf (29)

Without noise, the transmitted spectrum of each block Dn(i)
can be perfectly recomputed via en = 1=Cn. This so-called zero
forcing solution (ZF) is optimum in noise free cases, only. On
the other hand, in the presence of noise, the noise amplification
of the ZF equalizer

AZF =
1

N
�

Nf�1X
n=0

1

jCnj
2

(30)

could increase up to infinity, if jCnj becomes zero. To minimize
the total error, considering ISI and noise amplification, the well-
known MMSE solution can be used to compute the equalizer
coeffizients

en;MMSE =
1

Cn +
1


2m�C�n

; (31)

where 
2
m

denotes the mean signal to noise ratio. The remaining
noise amplification decreases to [38]

AMMSE =
1

N
�

Nf�1X
n=0

1

jCnj
2 + 1


2m

� AZF : (32)

For comparison of SC-FEq and OFDM a simulation system with
same blocklength Nf = 96 (different from HIPERLAN/2 or
IEEE802.11a), same guard length (Ng = 16), same signal map-
ping (QPSK), and a discrete slow-fading indoor-channel-model
has been used. The simulation results of both systems without
channel coding can be seen in figure 12.
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Fig. 12. Comparison of OFDM and SC-FEq without channel coding

The OFDM system and the ZF-SC-FEq system suffer consider-
ably from noise amplification. Only the MMSE-SC-FEq equal-
izer makes use of frequency domain diversity and can reduce
the BER enormously. But in practical systems, OFDM will be



always combined with channel coding, thus a half-rate convo-
lutional channel coding with Viterbi-decoding and block inter-
leaving (length 192) are added to both systems. The resulting
bit-error-rates are shown in figure 13.
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Fig. 13. Comparison of OFDM and SC-FEq with half-rate convolutional chan-
nel coding

While the BER of the ZF-SC-FEq equalizer is even worse by
applying channel coding, the performance of the coded MMSE-
SC-FEq system is about 4 dB better compared to the uncoded
case. Channel coding has the most beneficial effect for OFDM;
as shown in figure 13, the OFDM performance is better than the
performance of MMSE-SC-FEq (almost 2 dB). This can be ex-
plained as follows: In the SC-FEq system each data bit occupies
the full bandwidth: the reliability is uniformly distributed over
all subcarriers. In contrast, in OFDM systems each bit is con-
nected with an individual subcarrier – the reliability is different
due to frequency selective, Rayleigh distributed channel coeffi-
cients. In this case, Viterbi decoding is more efficient than in
case of uniformly weighted channel state information.

VI. IMPULSE SHORTENING TECHNIQUES

In section II it was mentioned, that it is an important goal to
reduce the length of the guard interval in case of extremly long
channel echo durations. A simplified OFDM block diagram in-
cluding a time-domain pre-equalizer for impulse shortening is
shown in figure 14.

OFDM
transmitter

channel
(c)

noise

demod./
decod.

pre
equalizer

(PE)

sync./
DFT

channel
estim.
(CE)

estimated channel impulse response

discrete receiver model

Fig. 14. Block diagram of OFDM system

After leaving the transmitter, the OFDM signal passes a slowly
fading channel, represented by a discrete block ‘channel’. All
characteristics of necessary components like digital/analog con-
version (DAC), baseband to bandpass conversion, etc. are de-

scribed by the discrete vector

c = [c(0); c(1); c(2); :::; c(m)]T : (33)

We assume that m > Ng . If not, impulse truncation is unnec-
essary because the guard interval can eliminate the influence of
multipath propagation completely. All other noise influences are
modelled by additive white Gaussian noise (AWGN). The time
domain pre-equalizer for impulse truncation is placed before
synchronization (positioning the FFT window) and DFT com-
putation. If an FIR filter is used, the pre-equalizer is described
by

e = [e(0); e(1); e(2); :::; e(p)]T : (34)

Further on we exploit the fact, that the convolution ce = c � e

leads to an impulse length (m + p + 1) with the first and last
elements of c and e being non-zero

ce = [ce(0); ce(1); ce(2); :::ce(p+m� 1)]T : (35)

Figure 15 shows schematically the channel impulse response be-
fore and after applying the pre-equalizer. To get the new impulse
response ce, we have to minimize the power of all elements
ce(k), with k > Ng .

guard interval core OFDM symbol

t

Tg T

channel impulse response c

total impulse response c = c e
e

�

ISI/ICI

remaining ISI/ICI

Fig. 15. Impulse response before and after pre-equalizing

Using well-known MMSE algorithms for developing T-
equalizers [35], we have to create a convolution matrixF, which
has a Toeplitz structure and contains the samples of the channel
impulse response of size ((m+ p+ 1)� (p+ 1))

F � e = ce : (36)

As for ce, following constraints apply:

ce(k) =

8<
:

1 k = 0
? 0 < k � Ng

0 k > Ng

: (37)

The condition ce(0) = 1 is necessary to prevent an all-zero so-
lution; of course any non-zero complex value can be assumed
for ce(0). Since all elements indexed by k = f1; :::; Ngg and
signed by ? are non-relevant, we may restrict the conditions for
ce by excluding all arbitrary elements:

cre(k) =

�
1 k = 0
0 k � 1

: (38)



According to (37) and (38), a new reduced convolution matrix
Fr of size ((p+m+ 1�Ng)� (p+ 1)) can be defined

Fr � e = cre ; (39)

where Fr is equal to F except for the lines with indices
f1; :::; Ngg. With (38), we have to find an equalizer e fulfill-
ing

Fr � e = d+ Æ : (40)

The desired vector

d = [1; 0; ::::; 0]T (41)

results from (38) and the error vector

Æ = [Æ(0); Æ(1); Æ(2); :::; Æ(p+m�Ng)]
T (42)

describes the remaining error, which has to be minimized. A
well known solution for equations like (39) is the minimum
mean square error (MMSE) technique [35], [34], so the equal-
izer can be computed by

e = (Fr
H
�Fr)

�1
� Fr

H
� d : (43)

Just channel knowledge to create Fr and the trivial destination
vector d are required to compute the FIR equalizer coefficients.
Since in case of additional noise (AWGN), the pre-equalizer will
raise the noise power; optimal MMSE solutions take the effec-
tive signal to noise ratio (SNR) into account

e = (Fr
H
� Fr + 
2pe � I)

�1
�Fr

H
� d ; (44)

with 
2
pe

= 1/SNR and the identity matrix I. To demonstrate the
functionality of (43), a short example is introduced. We assume
a channel impulse response c(k) of length m + 1 = 15 shown
in figure 16a. Thus, c(k) has 15 non-zero coefficients. Further
on, we assume a guard interval of length Ng = 8.
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Fig. 16. a) Channel impulse response c(k); b) Convolution of channel impulse
response and pre-equalizer

In this example, no additional noise is added (
 2
pe

= 0). The
convolution of the channel c(k) and the computed FIR pre-
equalizer e(k) with order p = 31 is shown in figure 16b. It
can be clearly seen, that the result of pre-equalizing contains

quasi-zero coefficients for k > 8.
Figure 17 shows the results of some statistical analyses. The to-
tal power delay profiles of truncated channel impulse responses
are shown. This figure is based on more than 5000 random chan-
nels with an exponential power delay profile and average delay
spread�� = 250ns. The remaining ISI/ICI decreases by raising
the pre-equalizers size p. Again, no noise and the ideal channel
knowledge have been assumed.

                  
   

   

   

   

   

   

   

   

0 1 2 3 4 5
�70

�60

�50

�40

�30

�20

�10

0

� in �s

�
(�
)

in
dB

p = 63

p = 47

p = 31

no PE
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The fundamental equation (44) for the pre-equalizer MMSE-
solution is based on channel knowledge. In practical systems, a
channel estimation in time or frequency domain is required for
coherent demodulation.
As explained in section III, the indoor communication standard
HIPERLAN/2 contains two training-symbols in order to per-
form frequency domain channel estimation. To prevent ISI/ICI-
disturbance in case of insufficient guard length, the training-
symbols are provided with a double length guard interval (GI2).
In figure 18a the training structure of a HIPERLAN/2 burst is
shown [18], [21].

t

base training symbols

double length guard interval

D64GI

t
C64 C64GI2

D64GI

0 1.6 s� 8 s�4.8 s�

0 0.8 s� 8 s�4 s�

raw data symbolnormal guard interval

a)

b)

Fig. 18. a) Training symbols and double length guard interval;
b) ”Normal” data OFDM symbols

The two equal base training symbols (C64) consist of each 64
samples (20 MHz sample frequency). With a guard length of
32, it is possible to estimate channels up to length 32 without
ISI/ICI-disturbance. If the estimated channel impulse response



is longer than the guard interval length of normal data OFDM
symbols – the standard provides a guard length of 16 samples
(800 ns) – we have to compute a pre-equalizer (44) to truncate
the effective impulse length of channel and pre-equalizer filter.
As it was mentioned in section III, the training structure of
HIPERLAN/2 allows to estimate 52 subcarriers coefficients Ĉn.
To compute the channel impulse response, we assume a max-
imum channel impulse response length m + 1 (length of ~c1 =
32). Similar to (14), the required channel impulse response ~c 1

can be computed by

ĉ
1 =

�
W11 �W12 �W

+
22 �W21

�
� Ĉ

k (45)

= W1k � Ĉ
k (46)

By pre-computing the ((m + 1)� q) matrix W1k, the runtime
costs are only a vector/matrix multiplication (46). With (44) the
pre-equalizer can be computed and used after initial channel es-
timation. The new transfer function of the complete impulse
response ce can be computed in frequency domain by multiply-
ing ~C and DFT feg.
The pre-equalizer is not needed as long as the channel impulse
response does not exceed the guard length. In this case, there is
no advantage for applying a FIR pre-equalizer.
To show the effect of the pre-equalizer under realistic condi-
tions, a sensitive mode (54 Mbit/s) and a very dispersive channel
have been chosen. The complex symbols on each subcarrier are
taken form the 64-QAM alphabet and the required error protec-
tion is handled by a R=3/4 punctured convolutional code. The
block interleaver size is 288; this deals with the number of coded
bits per OFDM symbol. The channel coefficients used are based
on a channel estimation, considering the training structure of
HIPERLAN/2 by a simple least squares estimation without ap-
plying the noise reduction algorithm (NRA). In our simulations,
we used data packets of length 432 bits. A packet error occurs,
if only one bit is wrong after viterbi decoding. In a real system
defective packets have to be transmitted again.
The used mobile radio channel is based on a channel model, de-
veloped in connection with HIPERLAN/2 standardization. This
channel models contain 5 different exponential power delay pro-
files with delay spreads from 50 ns up to 250 ns. To demon-
strate the effect of pre-equalizing, we used the channel type E
(�� = 250 ns).
From section VI, pre-equalization can be expected to yield a
substantial gain. One possibility to overcome the problems of
channel estimation is the technique described in section VI.
In particular, equation (46) is fundamental in exploiting the
training-symbol based OFDM channel estimation of HIPER-
LAN/2.
Before we may start channel estimation, the maximum channel
impulse response length must be fixed for pre-computingW 1k.
Here, we assumed a channel length (m + 1) = 36, so W1k be-
comes a matrix with dimensions (36 � 52). In figure 19 the
simulation results are shown. In case of no pre-equalizer (no
PE), a very high error floor is the consequence of ISI and ICI.
For the sake of completeness, the case of pre-equalizing with
perfectly known channel impulse response is depicted in figure
19, too (PE, no CE). If we consider a realistic channel estima-
tion (PE and CE), the SNR performance loss is < 1 dB (at PER
10�2) with respect to the perfectly known channel case.
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Fig. 19. Packet error rate without pre-equalization (PE), with pre-equalization
and ideal known channel impulse response (PE, no CE), and pre-
equalization with training symbol based channel estimation (PE and CE)

VII. CONCLUSION

In this paper some algorithms where discussed which improve
the performance of OFDM systems. For channel estimation a
specific noise reduction method is presented which takes into
account that sometimes not all subcarriers are modulated – this
is the case for example in HIPERLAN/2. In this standard two
training symbols at the beginning of each data block are used
for channel estimation. In case of large burst lengths problems
may arise even for moderate time variance. To solve this prob-
lem a channel tracking algorithm based on the modern turbo
principle is developed. In former papers, single carrier receiver
structures with frequency domain equalizers were concidered
which look quite similar to the OFDM configuration. In this
paper a comparison of both alternatives is given which shows
that OFDM outperforms the single carrier structure if channel
coding is included. Finally, the problem of channel echo over-
length is addressed; it is shown that by the application of a linear
pre-equalizer the impulse response in most cases can be limited
below the guard interval length.
As explained, ODFM is a very attractive solution for mobile ra-
dio applications – another favorite in this field is the CDMA
concept (Code Division Multiple Access) which is applied in
the 3rd generation standard UMTS. In several recent papers a
combination of both favorites has been suggested [44], [45]. In
this new modulation scheme called Multicarrier-CDMA or Mul-
ticarrier Spread-Spectrum the advantages of both concepts are
connected. Future research will be focused on this attractive
new technique.
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