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ABSTRACT

Hands-free telecommunication systems usually employ subsystems for acoustic echo cancellation (AEC),
listening-room compensation (LRC) and noise reduction in combination. This contribution discusses a
combined system of a two-stage AEC filter and an LRC filter to remove reverberation introduced by the
listening room. An inner AEC is used to achieve initial echo reduction and to perform system identification
needed for the LRC filter. An additional outer AEC is used to further reduce the acoustic echoes. The
performance of proportionate filter update schemes such as the so-called proportionate normalized least
mean squares algorithm (PNLMS) or the improved PNLMS (IPNLMS) for system identification of equalized
impulse response (IR) are shown and the mutual influences of the subsystems are analyzed. If the LRC filter
succeeds in shaping a sparse overall IR for the concatenated system of LRC filter and room impulse response
(RIR), the PNLMS performs best since it is optimized for the identification of sparse IRs. However, the
equalization may be imperfect due to channel estimation errors in periods of convergence and due to the
so-called tail-effect of AEC, i.e. the fact that only the first part of an RIR is identified in practical systems.
The IPNLMS is more appropriate in this case to identify the equalized IR.
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1. INTRODUCTION

Hands-free systems usually use strategies to cope
with disturbances like ambient noise, acoustic echoes
and reverberation [1]. A block diagram of such a
hands-free system which will be discussed in this
contribution is shown in Fig. 1. It contains a
listening-room compensation (LRC) filter cgglk] to
reduce reverberation caused by the room impulse
response (RIR) h[k] and an acoustic echo cancella-
tion filter capc[k] that can be used for identification
of the RIR as well as identification of the concate-
nated system of LRC filter cgq[k] and RIR h[k].

(K]
[ﬂ h[k] __"’D_ ylk

Acoustic environment

sy[k] coalk] s

earc|k]

Fig. 1: Block diagram of a hands-free system con-
taining LRC filter cpqlk] and AEC filter capc[k].
The AEC filter can be used to identify the RIR h[k]
(inner AEC) and/or the IR of the concatenated sys-
tem of RIR and equalizer (outer AEC).

Acoustic echoes arise from the acoustic coupling be-
tween loudspeaker and microphone in a hands-free
scenario that can be described mathematically by
the RIR hlk]. The speech signal of the far-end user
sylk] is pre-filtered by the equalizer, played back by
the near-end loudspeaker and picked up again by
the near-end microphone. Thus, a filtered version of
the far-end signal sy[k] would be transmitted back
to the far-end listener. By this, the far-end user
hears his or her own voice delayed by the round-
trip delay of the system if no counter-measures are
taken, which heavily disturbs natural speech com-
munication [1]. Acoustic echo cancellers are able to
estimate and subtract the echo part ¢[k] from the
microphone signal y[k]. Note that, in general, the
acoustic echo 9[k] is superimposed by the near-end
speaker s, [k], i.e. the signal which is to be transmit-
ted to the far-end side, and an ambient noise signal
n[k]. Both are neglected in Fig. 1 as well as in the
remainder of this paper for simplicity reasons. Influ-
ences of noise and near-end speaker are beyond the
scope of this paper and extensively discussed in the
literature, cf. e.g. [1, 2]. If single-channel systems are

used, echo cancellation is achieved by system identi-
fication, i.e. estimation of the acoustic channel h[k]
by the AEC CAEC [k]

A further disturbance in hands-free systems is re-
verberation, introduced to the speech signal due to
numerous reflections at the room boundaries. Re-
verberant signals sound distant and echoic, like it
is known from listening to speech e.g. in churches
or large halls [3, 4]. LRC filters can be applied to
remove the reverberant part of the signal at the po-
sition of the near-end listener by pre-filtering the
loudspeaker signal [5, 6, 7] as shown in Fig. 1. This
dereverberation approach is known as listening-room
compensation (LRC). Knowledge about the acoustic
channel is often assumed for designing the LRC fil-
ter which is not available in real-world systems [8, 9].
An estimate of the acoustic channel can be obtained
by an inner AEC in parallel to the RIR. Further-
more, an outer AEC can further reduce the acous-
tic echo 9[k]. To achieve this, the outer AEC has
to identify the equalized acoustic channel, which is
mathematically defined by the convolution of LRC
filter cpqlk] and RIR h[k]. The outer AEC may
observe a sparse IR if the LRC filter performs well,
i.e. a delayed delta function could be achieved for
the case of perfect equalization. In this case so-called
proportionate update schemes [10, 11, 12, 13] known
from the field of network echo cancellation [14] can
be applied for the outer AEC since they are able
to converge faster at coefficients that observe high
energy at the specific lag of the IR.

Notation: The following notation is used through-
out the paper. Vectors and matrices are printed in
boldface while scalars are printed in italic. The su-
perscripts ()7 and (-)* denote the transposition and
the Moore-Penrose pseudoinverse, respectively. The
operator * denotes the convolution of two sequences,
E{-} is the expectation operator, and the operator
convmtx{h, Lrq} generates a convolution matrix of
size (Lyq + Li, — 1) X Lrg. The operator diag{-}
yields a matrix of size L x L from a vector of size
L x 1 that has the vector’s elements on its main di-
agonal and zeros elsewhere.

The remainder of this paper is organized as follows:
Section 2 briefly describes the concept of LRC and
Section 3 introduces the algorithms used for system
identification in this contribution. Possibilities for
combination of the two sub-systems are discussed in
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Section 4. Simulation results compare the discussed
approaches in Section 5, and Section 6 concludes the

paper.
2. LISTENING-ROOM COMPENSATION

Although equalization of RIRs has been research
topic for quite some time now [15] it is still an ac-
tive research field due to the non-trivial inherent
difficulties: RIRs are non-minimum phase systems,
in general, which leads to the fact that no exact
stable and causal systems exists for inversion [15].
The length of common RIRs makes their equaliza-
tion computationally demanding even if FIR approx-
imation approaches are used. Furthermore, room
transfer functions (RTFs) are characterized by vari-
ous notches in the frequency-domain, caused by nu-
merous zeros very close to or even outside the unit
circle in z-domain [16]. This leads to insufficient ro-
bustness of most LRC approaches in terms of spatial
robustness and robustness to RIR identification er-
rors [17]. Even if mathematically satisfying results
are obtained by LRC filters small residual distortions
in the equalized IR may be clearly perceivable and
highly disturbing [?, 18].

To tackle the problem of computational effort and
to be able to track changes of time-varying RIR,
gradient algorithms for equalization have been pro-
posed [19, 20, 21]. In this paper we use the decou-
pled filtered-X least-mean-squares (dFxLMS) algo-
rithm from [20] which is an extension of the modified
filtered-X least-mean-squares (mFxLMS) [22] and
allows for an increased convergence speed (cf. [20]
for details).

In a common LRC setup, the LRC filter precedes
the acoustic channel, as shown in Fig. 1.

To obtain the filter coefficients of the equalizer of
order Lgq
T
ceqlk] = [erqolkl, cequilk], -, cBQ,Lug-1[K]] ", (1)

generally the squared system distance between the
concatenated system of equalizer cgq (k]| and the RIR

h[k] = [ho[k], ha[k], ..., hr, —1[K]]" (2)
is minimized:
arcgrgin [H[k]crq[k] — d|f* . (3)

In (3)

H[k] = convmtx {h[k], Lrq} (4)
is the convolution matrix obtained by the coefficients
of the RIR, and

d=0,..,0,do, dy, ..., dp, 1,0, ..., 0]T  (5)
N—_——— N—_——
ko Ly+Leq—1—Lg—ko

is the desired system vector which is usually chosen
as a delayed delta function, a delayed band-pass or
a delayed high-pass [23]. A straightforward solution
of (3) leads to the well-known least-squares equalizer
7]

CEQ = H+d. (6)
Due to the generally high LRC filter length Lgq the
calculation of the Moore-Penrose pseudoinverse in
(6) leads to a high computational effort, which can
be significantly reduced by the gradient approach
descibed in [20] and depicted in Fig. 2.

(k]

> d
L= |

-y exqlk]

sy k] w[k] _,D}'D- g

Acoustic environment

T Lol
|

Fig. 2: Block diagram of LRC system with decou-
pled filtered-X least-mean-squares (dFxLMS) algo-
rithm.

By using a modified error signal egpq modlk] com-
pared to the conventional filtered-X least-mean-
squares (FXLMS) that uses the error signal egg[k]
the update branch of the algorithm can be designed
without any coupling to the system output y[k].
Please note that the update path is nevertheless in-
fluenced by the system h[k] that is to be equalized,
for the dFxLMS update scheme shown in Fig. 2 in
terms of the RIR estimate

hlk] = fzo[k],le[kz],...,szh_l[kz]r. (7)

See Sections 3 and 4 for RIR estimation by means of
the acoustic echo canceller (AEC) filters described
there.
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Instead of depending on the signal statistics of the
input signal sy[k] the update path is driven by
an excitation signal sge.[k] which can be optimized
to achieve higher convergence speed for the filter
cpqlk]. Furthermore, an overclocking factor O is
introduced that allows for further increase of the
convergence speed at cost of higher computational
effort by calculating O filter updates for each input
sample of s¢[k]. In this contribution a white Gaus-
sian excitation is chosen for sge.[k]. See [20] for more
details. The dFxLMS can be summarized as follows.

Algorithm 1 Decoupled filtered-X LMS algorithm.
for i=0:0—-1do

r(k +i] = HT [k]sace,z; [k + ]

erqQmodlk +i = r’ [k +icpq[k +1] —sj,. , [k +ild

cgqlk +i+1] = epqlk +1] + p'r[k + ilerq,moalk + 4]
end for

Copy updated EQ coefficients cgqlk + ¢ 4 1] to upper
branch

H[k] = convmtx {fl[k],LEQ} denotes the convolu-

tion matrix obtained by the RIR estimate h[k] in
Algorithm 1. The input signal vectors Sgec, 1, [k] and
Sdec,L, [k] only differ in length to match the vector
and matrix products in Algorithm 1 and are defined
as follows:

Sdec,L;L [k}: [Sdec[k}a ceey sdec[k - LfL - LEQ + 2]] 5 (8)
Sdec,Ly, [k}:[sdec[k]a ey Sdec[k — Ly — LEQ + 2“T (9)

3. ACOUSTIC ECHO CANCELLERS FOR LRC
SYSTEM IDENTIFICATION

Since in real-world systems knowledge of the RIR is
not available it has to be identified by adaptive algo-
rithms. Furthermore, adaptive tracking of the RIR
estimate is necessary since the RIR is time-varying
in general. The system identification to obtain h[k]
in (7) can be done by an acoustic echo cancellation
filter [9] as shown in Fig. 3. Estimation errors are,
however, inevitable, e.g. in periods of initial conver-
gence or after RIR changes.

As illustrated in Fig. 3 the RIR h[k] can be split up
into one part h[k] which is correctly identified by the
AEC and an estimation error h[k|:

h[k]

nii = | M7 | o = | el | ao

0

35K *[[} N
crqlk] olh] t»,d :E[Dk]_ earc(k]

e L)
’7 >carc|k]

>@<

Acoustic environment

Fig. 3: Block diagram of LRC filter cgq[k] and AEC
filter cagc[k]. The RIR h[k] can be split up into a
part h[k] which is correctly modeled by the AEC
and the AEC system misalignment h[k] (estimation
error). Sy switches between inner AEC for identi-
fication of h[k] and outer AEC for identification of
the concatenated system of RIR and equalizer.

capclk] = [capcolk], .. capc.Lapo—1[K]T (1)
Bk = canclk] (12)
k] = [Rolk], ..., BL,L_l[k:]}T (13)

Since Lagc is in general smaller than the length of
the RIR L the so-called tail of the RIR cannot be
identified by the AEC and, thus, always contributes
to the estimation error h[k]. This problem is com-

monly known as tail-effect of AEC [24, 25].
3.1. Proportionate Normalized LMS Algorithm

Besides conventional AEC updates schemes like
e.g. the normalized least-mean-squares (NLMS) al-
gorithms so-called proportionate update schemes ex-
ist which have been originally developed for network
acoustic echo cancellation and lead to faster conver-
gence if the IR which has to be identified is sparse,
i.e. if a large percentage of the energy of the IR is
concentrated at a small percentage of coefficients.
For the case of a perfectly equalized RIR the con-
catenated system of RIR and equalizer would equal
to the desired system d which is sparse if chosen to
be a delayed delta function, band-pass or high-pass.
Fig. 4 shows four IRs that will be analyzed in this
paper exemplarily. The delayed unit impulse hq(t)
depicted in Fig. 4 (a) obviously is characterized by
the highest sparsity, yielding a sparsity measure [13]

A
O At mnhg) 14

of £ =1. In (14) ||hl|; and ||h|2 are the ¢;- and lo-
norms of h, respectively. Two common RIRs hy(t)
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and hz(t) having different reverberation times 749 =
{100,500} ms are depicted in Fig. 4 (b) and (c).
The IR depicted in Fig. 4 (d) is the result of an
equalization of hs(t) by the least-squares equalizer
in (6) with Lpq = 2048 at a sampling rate of f; =
8000 Hz. It can be seen from Fig. 4 (d) that sparse
IRs can be achieved by equalization and, thus, the
application of proportionate filter update schemed
may be advantageous.

(a)e=1 (b) € = 0.84
1
Te0 = 0.1s
80.5 <05
N g,
-0'5() 0.1 0.2 0.3 0.4 0.5 -0. 50 0.1 02 0 3 0.4 0.5
t in sec
(c) £ =0.59 (d) f =079
1 —_
T60 = 0.5s z
~0.5 Jo.5
= Q
el *
= 0 = 0
2
_0'50 0.1 0.2 0.3 0.4 0.5 _0'50 0.1 0.2 0.3 0.4 0.5
t in sec t in sec

Fig. 4: Examples of IRs that have to be identified
by an AEC.

The proportionate normalized least-mean-squares
(PNLMS) algorithm [10, 26] differs from the NLMS
algorithm by the fact that the available adapta-
tion energy is distributed unevenly over all filter
coefficients, i.e. each coefficient is updated with an
adaptation gain proportional to its own magnitude.
The underlying idea was originally presented in [27]
based on the assumption that typical RIRs decay
exponentially. Since in practice, the real magnitude
of each coefficient is not known in advance for arbi-
trary IRs, the current LRC filter coefficients will be
used in the PNLMS approach instead.

The proportionate idea is realized by introducing a
coefficient-dependent step size matrix Mp[k]. The
algorithm is summarized in the following according
to the definitions in [26] which are slightly modified
compared to the original proposal of the PNLMS of
[10]. Please refer to [26] for a more elaborate discus-
sion of proportionate coefficient updates as well as
for the choice of the algorithm’s parameters v and p.
For our simulations we chose v = 0.01, p = 5/Lagc,
dp = onrms/Larc and dnpuvs = 0.01.

Algorithm 2 Proportionate normalized LMS
(PNLMS) algorithm.

1 Plk] = 24P capc.lk] ok — i)
2: eapclk] = ¢[k] — P[k]
3: loolk] = max{|cagc,0[K]l; .-, |cABC,L Ao 1[I},
4: 1. [k] = max{v, loo[k]}
5: for i =0to Lagc — 1 do
6 Ik = max{ploy K], learc,ilk][}
7: end for
L —1
8: fiplk] = LAEc > N/P,i[k]
. _ “P o[k] “/P,LAEC_ﬂk]
9: Mplk] = dlag{[ AR AR]

10: capclk + 1] = capc[k] + ulk] %

In comparison to the NLMS algorithm, the PNLMS
algorithm’s initial convergence and tracking is very
fast if the IR which is to be identified is sparse.
Unfortunately, for dispersive IRs, the PNLMS con-
verges even slower than the NLMS algorithm [26].

3.2. Improved Proportionate Normalized LMS
Algorithm

To avoid the above mentioned deficiency of the
PNLMS algorithm, generalized update schemes were
proposed that combined the idea of proportion-
ate filter updates with conventional NLMS updates
[11, 7, 28]. One of these algorithms that shall be
introduced briefly is the so-called improved propor-
tionate NLMS (IPNLMS) algorithm [28].

The IPNLMS algorithm is summarized as follows:

Algorithm 3 Improved proportionate normalized
LMS (IPLMS) algorithm.

DIk = SiAEC T eapcylk] alk — i
easc[k] = ¥[k] — P[k]
fori—OtoLAECfldo
lc LilKl
prp.ilk] = + (14 &) 5, i 7=
end for
Mp (k] = diag { [up o[kl - -, 1P, Ly g —1[K]] }

carclk + 1] = capc/(k] + ulk] —Mlaﬁli[f,jfﬁiﬂ,

2LAEC

It differs from NLMS algorithm and PNLMS al-
gorithm by the fact that the coefficient-dependent
step-size matrix Myp[k] can be adapted to evenly
spread the coefficient update speed over all coeffi-
cients as the NLMS algorithm does or to tend to-
wards the proportionate update of the PNLMS al-
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gorithm by adjusting —1 < « < 1 in Line 4 in Algo-
rithm 3. For « = —1 it can easily be checked that the
IPNLMS algorithm is identical to the NLMS algo-
rithm and for « close to 1 the IPNLMS acts similar
to the PNLMS. ¢ is a small positive number, chosen
as € = 107° and d;p = 5NLMS/(2LAEC) [28].

4. SYSTEM COMBINATION

Since as well AEC as LRC have to be updated adap-
tively to track RIR changes they mutually influence
each other. Such influences will be discussed in this
section by analyzing two possible ways to combine
AEC and LRC filters. Fig. 5 shows the combined
system consisting of two AEC filters cagc, [k] and
CARC, k] and the LRC filter cgq[k].

P[]

EAEc,z (k]

— ceq(k]

-y enqlk]
z[k] - V(K] %i Sz
sy[k] [ﬂ,,,,,,,o oIF]

near end room

: |
>, [ku =
Larer™ D1lk]

Fig. 5: Block diagram of the combined system.

We use the dFXLMS algorithm to adapt the LRC
filter as described in Section 2. Please note that for
simplicity reasons the update path of the dFxLMS
algorithm is not shown in Fig. 5. The inner AEC
cagc.[k] provides an RIR estimate h[k] of length
Lagc using an NLMS algorithm by minimizing the
mean squared error signal E{ learc,1[k] \2} This es-
timate is needed for the LRC filter calculation in any
case (cf. Fig. 2 in Section 2).

An additional outer AEC cagc2[k] can be used
to achieve further echo reduction. The outer AEC
carc,2[k] can either exploit the error signal of the in-
ner AEC eanc1[k] = ¥[k] — U [k] or work directly
on the microphone signal y[k]. This can be chosen
by switch S in Fig. 5. It could be assumed that
the echo reduction task for the outer AEC would
be easier if the inner AEC already achieved a cer-
tain echo reduction. However, the outer AEC has
to track changes caused by adaptation of inner AEC
and LRC filter. Therefore a sufficiently fast adap-
tation is needed for the outer AEC especially since

also the inner filters need to adapt as fast as pos-
sible, e.g. since an RIR estimate is needed quickly
for the LRC filter. To achieve a higher amount of
echo reduction than the inner AEC alone the filter
length of the outer AEC should be greater of that of
the inner AEC which unfortunately leads to a de-
creased convergence speed [24]. Here, proportionate
update schemes can be a solution.

Please note that depending on Sy in Fig. 5 the sys-
tem to be identified by the outer AEC is either the
equalized system

glk] = Crg[k|h[k] (15)

or the concatenated system of LRC filter and system
distance of the inner AEC

g'lk] = Cralk] (hlk] - [chec.[K,07]")  (16)
— CrqlkJhulK] (17)

with Cgqlk] = convmtx {crq[k], Ly }. For the latter
case the equalized system may not be sparse as it
will be shown in Section 5.

5. SIMULATION RESULTS

Simulation results for the previously discussed prob-
lems will be shown in the following. In Section 5.1
the performance of proportionate filter update will
be analyzed in general for different types of IRs. Af-
terwards, the mutual influences of the subsystems
will be evaluated, firstly the performance of the LRC
filter in dependence of the convergence of the inner
AEC in Section 5.2 and secondly the influence of
the LRC filter on the inner AEC in Section 5.3.
The question how to combine the outer AEC to the
overall system and the overall performance of the
combined system consisting of LRC filter and both
AECs will be discussed in Section 5.4.

5.1. Performance
Schemes

of Proportionate Update

Figs. 6 to 9 compare the performance for NLMS,

PNLMS and IPNLMS update for the IRs depicted

in Fig. 4 in terms of the relative system distance
[h[%]|[3

Dqg[k] =10 longIHH% (18)
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and the echo return loss enhancement (ERLE) mea-

sure

_E{ek)
BE{eipclk]}
The first 1500 coefficients of the corresponding IR
are depicted in panel (a) of Figs. 6 to 9. The RIR
length was Lj, = 4096 and the AEC filter length
Lagc = 1024 at a sampling rate of f, = 8000 Hz.
For the IPNLMS, « was chosen to a = 0 and
Ontms = 0.01 for all algorithms. ERLE and rela-
tive system distances are shown for a white Gaus-
sian input signal (left panels (c¢) and (e)) and for a
speech input (right panels (d) and (f)), respectively.
Panel (b) shows the speech input signal that was
used to obtain the simulation results in the right
panels.

ERLE = 10 log,, (19)

(a) 1 ©

60 = Oms !
0.5 R =1 —~
= 0
< %
-0. -1
0.5,

500 1000 1500 0 2 4 6 8 10
k t sec
(e) o (d)  0p
i I
20! -10f
H —— NLMS
8-40 2 .20} PNLMS
) i - - IPNLMS
R -0 —— NLMS .
80 PNLMS e PO
- - IPNLMS -
5 6

t sec

Fig. 6:
IPNLMS algorithms for IR h; (delayed delta dunc-
tion function also depicted in Fig. 4 (a)).

Comparison of NLMS, PNLMS and

The performance comparison for the most sparse IR,
i.e. the delayed delta function, is shown in Fig. 6. It
can be seen that the initial convergence of PNLMS
and IPNLMS is much faster than that of the NLMS.
Especially for the speech input (right panels) the
performance is significantly increased by the propor-
tionate algorithms. Since the PNLMS is optimized
for this maximally sparse IR its performance is even
better than the performance of the IPNLMS which
is more obvious for the speech input signal (right
panels) than for the white input signal (left panels).

The simulation results in Figs. 7 and 8 show that
the performance of the PNLMS decreases for more

(a) 1 - 1
T g = 100ms
0.5 PRy =054 =
< w ¢
-0.5 -1

0 500 1000 1500 0 2 4 6 8 10
k t sec
(c) o (d) o
\ —— NLMS
S10(N, PNLMS 5
u] '~ - - IPNLMS m *
T-20 =
Q Q -10 Tl
-30 R —— NLMS e
e PNLMS T
DS J
-40 “15[.- - IPNLMS
0 10
(e)60
50
E 40
& 30

Fig. 7: Comparison of NLMS, PNLMS and
IPNLMS algorithms for RIR hy (760 = 100 ms, see
also Fig. 4 (b)).

(a) 1 oo = s00ms] (O) 1
0.5 S?ﬂg) =0.59)
0
< 9 £}
0.5 -1
0 500 1000 1500 0 2 ENC s 10
© o k @ o sec
——NLMS —— NLMS
518 PNLMS PNLMS
0 - - IPNLMS - - IPNLMS
il
Q-10 =
15 -6
o 1 2 3 4 5 6 0 2 1 6 s 10
(e) (f) 80
15 25
& ; = 20 i !
3 10 — 5 [
= 2 s ;H ;
M5l = 10N | -] 1
f 5 !' 1 HATH L
of #4 PN ' h
b 1 2 3 4 5 6 % 2 4 6 8
t sec t sec
Fig. 8: Comparison of NLMS, PNLMS and

IPNLMS algorithms for RIR hg (749 = 500 ms, see
also Fig. 4 (c)).

dispersive IRs while the IPNLMS shows a good per-
formance in all scenarios.

Simulation results for the equalized IR of Fig. 4 (d)
are shown in Fig. 9. It can be seen that the perfor-
mance of PNLMS and IPNLMS is similar, but both
algorithms outperform the conventional NLMS.

From the previously shown simulation results, it is
not difficult to draw the conclusion that PNLMS be-
haves better than NLMS only if the RIR is sparse,
while IPNLMS converges better than PNLMS when
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(a) 1 (®) 1 and SRRpypass is the SRR for the case that the LRC
Eo,z €(hy) = 0.79) S OW filter is set to bypass (crq[k] = d). SRRou and
os B SRRbypass are defined as
o 500 1000 1500 0 2 4 ) 6 8 10
-2 PNLMS 2
0 -;1 i - - IPNLMS -4 I —NLMSS E{ A2[k]}
o -On 6 PNLM
Q -sp NI - - IPNLMS SRRou; = 10 log Y ’ 21
g ‘-uL t O EGR -y
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Fig. 9:
IPNLMS algorithms for equalized IR hy (see also
Fig. 4 (d)).

Comparison of NLMS, PNLMS and

the RIR is dispersive. Actually, IPNLMS performs
best independent of the nature of the RIR for Gaus-
sian white noise excitation. For speech as input sig-
nal, IPNLMS with o = 0 always leads to a good
performance, however, not to the best performance
in any case. An optimum « for the IPNLMS depends
on the nature of the RIR. However, for equalized IRs
such as in Fig. 9 are clearly preferable over conven-
tional update schemes.

5.2. LRC Performance in Dependence of AEC
System Distance

Since the LRC filter depends on a reliable estimate
h[k] of the RIR to be equalized (cf. Algorithm 1 and
Fig. 2) the current convergence state of the inner
AEC is very important for the LRC filter [9].

The LRC filter’s performance is shown in Fig. 10
for different system distances of the inner AEC in
terms of signal-to-reverberation-ratio enhancement
(SRRE)

SRRE = SRRy — SRRbypass (20)

which is defined similarly to the signal to noise ra-
tio enhancement (SNRE) widely used for evaluat-
ing noise reduction algorithms [9]. In (20) SRRyt
is the signal-to-reverberation ratio (SRR) after pro-
cessing by the LRC filter cpq[k] and the RIR h[k],

with §[k] being the desired signal at the output of
the target system (§[k] = s¢[k| *d[k]) and y[k] is the
microphone signal (y[k] = s¢[k]* ceqlk]*h[k]). yp[k]
is the output signal when the equalizer switched to
bypass (ys[k] = 7 [k] * d[k] = h[k]).

(a) 1 (b) 1
760 = 500ms —
0.5 &Ry 2050 | 05 &(hy) = 0.7
< 0 s 0
0.5 -0.5
0 1000 2000 3000 4000 0 1000 2000 3000 4000
k k
(€) 10 (d) 10
S —— Dgp = —2dB
s s gl == Dgp = —3dB
o s Dgp = —8dB
STt Dgp = —11dB
g 6 e M %aa-Dip=-11dB,O0 =4
o ne ot —— Dgp = —11dB,0 = 8
o4 == Dgp =-2dB @ 4
n === Dgp = —5dB n
2p Dgp = —8dB
S Dgp = —14dB
0 £
e — e ——
0 2 4 6 8 10

Fig. 10: LRC performance in terms of SRRE ob-
tained by the LRC filter for different system dis-
tances Dgp of the inner AEC. Input signal was white
Gaussian noise. Panels (a) and (b) show results for
different RIRs.

Fig. 10 shows that the performance of the LRC filter
increases with the convergence of the inner AEC ex-
emplarily for the two impulse responses of Figs. 4 (c)
and (d). If a certain amount of echo cancellation is
reached (Dgp ~ —2 dB) an enhancement in SSR can
be obtained. In panel (d) two additional curves are
depicted in thicker lines that show the influence of
the overclocking factor O for a relative system dis-
tance of Dygg = —11 dB. It can be seen that faster
convergence of the LRC filter can be obtained by in-
creasing O in Algorithm 1. However, the maximum
performance of the LRC filter after convergence is
determined by the relative system distance of the
mmner AEC filter Dgg.
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5.3. Performance of Inner AEC in Dependence
of Equalizer

It is known that gradient algorithms for AEC per-
form better for uncorrelated input signals such as
Gaussian white noise. An LRC filter which is located
in front of the AEC input signal x[k] will change
the signal correlaton, i.e. for a white input signal it
will introduce correlation. Fig. 11 shows the perfor-
mance of the inner AEC in terms of relative system
distance Dgp in panels (¢) and (d) for white Gaus-
sian input and for the speech signal, respectively.
The corresponding RIR and the speech signal are
depicted in panels (a) and (b), respectively.

(a) 1

s o, 0 @)

L0 £0R) = 0.59 < o
0

-0.5 1

0 500 1000 1500 o 2 4 6 8 10
k t in sec
() © ——EQ off (d) o
EQ LS
-5 ~ = dFxLMS O = 2 -5
0 -~ dFsxbMs O.=8 | 8 -
g Q ol EQott™,
- EQ LS ool
- = dFxLMS O = 2
J15f dFxLMS O =8
o 2 4_ 6 8 10
t in sec
4000 0 4000
| | |
J
4000 0 4000
4000 0 4000
% 4000 0 % 1000

Fig. 11: Performance of inner AEC in dependence
of different update strategies of the preceeding LRC
filter. RIR to be identified is shown in panel (a),
system performance in terms of the AEC’s relative
system distance in panels (c) and (d). Panels (e) to
(h) show the respective system misalignment h at
different times and for the different LRC algorithms.

It can be seen that a least-squares equalizer accord-
ing to (6) leads to a decreased convergence speed
compared to an inactive LRC filter for speech as
well as for noise. For white noise excitation this
is obvious since the filter introduces additional cor-
relation to the AEC input signal z[k]. The AEC
performance, if the dFxLMS algorithm described in
Section 2 is used, is closer to the performance with-
out AEC, for speech input, convergence is even faster
than without LRC filter. It seems that the gradient

algorithm has a positive effect on the signal’s statis-
tical properties here.

For the simulation results for white noise excitation
in panel (b) the system distances h are shown in
panels (e), (f), (g) and (h) exemplarily after 1s, 2's
and 4 s of AEC convergence. If the LRC filter is
switched off in (e) it can be clearly observed that
the first part up to the coefficient 1023 of the RIR
is identified by the AEC filter while the un-modeled
tail contributes to the system distance vector h. For
the different LRC filter types the AEC system dis-
tance vectors h also have more energy in the early
part. Please note, that the system distance vector h
may have significant influence on the target system
g'[k] for the outer AEC in (16) if the outer AEC
uses the error signal earc,1[k].

5.4. Performance of Proportionate
Schemes for Outer AEC

Update

It was shown in Fig. 9 that identification of a per-
fectly equalized IR can be done efficiently by pro-
portionate update schemes. If the error signal of the
inner AEC is not used by the outer AEC, i.e. switch
Sy in Fig. 5 is in upper position, the system g[k] to
be identified (15) by the outer AEC can be assumed
to be sparse.

(3hos o)

g O = o0

-0.02 @
1

0-0%™560 1000 15002000 25003000 0 2 4 6 8 10
k t sec
(¢) o (d) o
. —— NLMS —— NLMS
21 9% PNLMS _0.5 PNLMS
) - - IPNLMS - = IPNLMS
&
N
..

Fig. 12:
IPNLMS for impulse response g’'[k] that may be ob-
served by outer AEC.

Comparison of NLMS, PNLMS and

However, if an outer AEC' is concatenated to the in-
ner AEC to increase the echo reduction, i.e. switch
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(a)o.1
0 O
0.1

(©) o

-5

0 500 10001500200025003000
k

st) €

lll €(g) = 0.49

(d)

— NLMET
PNLMS
- - IPNLMS

i 3
T .
Q -

1 2 3 4 5 6

6)]

ERLE

Fig. 13: Comparison of NLMS, PNLMS and
IPNLMS for impulse response g’[k] that may be ob-
served by outer AEC.

So in Fig. 5 is in lower position, the outer AEC has
to identify g'[k] given in (16). The LRC filter is
designed to equalize h[k], thus the resulting system
g'[k] will not be as sparse as assumed, which could
be already observed from the system distance vec-
tors in panels (e)-(h) of Fig. 11. Figs. 12 and 13,
thus, show the performance of NLMS, PNLMS and
IPNLMS for two systems g'[k] exemplarily, one ob-
tained using white noise input after sufficient con-
vergence of the inner AEC (Fig. 12) and one for
speech input after partly convergence of the inner
AEC (Fig. 13). Although the system to be iden-
tified is not really sparse especially in Fig. 13 the
IPNLMS is still a good choice.

For evaluation if an outer AEC should rely on the
error signal of the inner AEC or work independently
these two systems are compared in Fig. 14. If the
outer AEC directly depends on the error signal of
the inner AEC the total ERLE of the combined sys-
tem ERLE;qta can be calculated from the ERLE;
achieved by the inner AEC and ERLE, achieved by
the outer AEC as depicted in Fig. 14.

E{¢?[k
L 0k g )
2
ERLE, = 10 log,, Elchrc. k) (24)

Efednc o[k}

ERLEtota1 = ERLE; + ERLE,

= 10 logy EEWW}

T S

——ERLE; (NLMS)
ERLE, (IPNLMS)

= = ERLE fo{
]

So in upper pos|.
AT
& Rd ( )

ERLE

t in sec

Fig. 14: AEC performance comparison for system
consisting of outer AEC and inner AEC for the two
possible combination shown in Fig. 5 (AEC filter
lengths were Lagc,1 = 1024 and Lagc,2 = 2048).

It can be seen from Fig. 14 that although the IR to
be identified by the outer AEC g'[k] may not always
be sparse the system that exploits echo reduction of
both filters (switch S in Fig. 5 is in lower position)
leads to a higher amount of echo reduction. At all
the AEC performance has been increased by about
50% by adding an outer AEC.

The previous simulation results showed that a com-
bined system of inner AEC and outer AEC rely-
ing on the error signal eapc,i[k] which is upated
by the IPNLMS algorithm shows good performance
for sparse IRs and even if the system g'[k] is not
always sparse, e.g. in periods of convergence of in-
ner AEC or LRC filter. One further advantage of
the proportionate update schemes is, that their con-
vergence speed can be increased by a higher step-
size ulk]. This will be visualized in Fig. 15 for a
white Gaussian excitation sf[k] and in Fig. 16 for
speech as input sy[k]. The convergence of the inner
AEC is depicted in terms of relative system distance
Dy 4p in panels (b) of Fig. 15 and 16. The corre-
sponding system distance vector h; is depicted ex-
emplarily for time instances {1, 3, 5,8, 10} s in panels
(¢). Since the outer AEC has to identify the system
g'lk] = Crqlk] (hlk] - [cFge,[K],07]") the equal-
izer coefficients are shown in panels (d) and the sys-
tem g’ in panels (e) at the respective time instances.
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Panels (f) show the performance of the LRC filter in
terms of SRR, and SRRE and panels (g) compare
NLMS, PNLMS and IPNLMS for the outer AEC in
the proposed system when all three adaptive filters
are active.

1
(a) ' 7o = 500ms
« 0.5H] ¢(hg) = 0.59
0
_0.5 | | | | | |
0 500 1000 1500 2000 2500 3000
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®) o ‘ ; ‘
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e) 0.05
W—— m——_ ot | oo ot
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Kk
(f) 20 ‘
ok I A L LI R et Rk Swayrvwrny
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= op” "SRR, bypass
w - - -SRRE
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I
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2 ) NL = 0.05 i
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A - = IPNLMS p /0%
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— IPNI_‘J\/IS pn= 0.‘5
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o®

Fig. 15: Performance of combined system as shown
in Fig. 5 (switch Sy in lower position) for white noise
as input. (a) the RIR; (b) relative system distance
D gp of inner AEC; (c¢) system distance vector h=
h[k]—cagc, [k] of AEC, after {1, 3,5,8,10} seconds;
(d) corresponding equalizer coefficients cgqlk]; (e)
IR to be identified by outer AEC g'[k] for AECs; (f)
SSRR and SSRE achieved by LRC filter; (g) system
distance of outer AEC.

If the step-size ulk] is considered to be the same for
NLMS, PNLMS and IPNLMS p = 0.05 was fund to
be the highest possible step-size for the outer AEC
to work for all algorithms. Here the NLMS is the
limiting algorithm while for PNLMS and IPNLMS
higher step-sizes can be chosen. As it can be seen
from Figs. 15 and 16 the use of PNLMS and IPNLMS
already achieves slight performance gains if the same
step-size is chosen. If the step-size is increased for

0 2 4 6 8 10 12

inner AEC (NLMS) -
_10f i

(C)o.::U / : \ ! ln%ec \‘ \ 12

( )- 6;—0 40000 40000 40000 40000 4000
5
\ || \ \ ||
0
& .l | | \ \ ||
(€)0.05 1ooc 10000 10000 10000 1000
b DM M"" — Jp——— (oo
-0-05, 10000 40000 40000 40000 2000
(f) =20 k TS k T k k S T k

I
(A ‘,|~., .‘.p ' '.,l,n Apar ELPY RS ST P
v Wt dRR, out

PNLMS p = 0.05

- = IPNLMS p = 0.05
[ PNLMS p = 0.5
—— IPNLMS p = 0.5 ) ) )
0 2 4 6 8 10 12
t in sec

Fig. 16: Performance of combined system as shown
in Fig. 5 (switch S in lower position) for speech
as input. (a) speech input signal; (b) relative sys-
tem distance Dj gp of inner AEC; (c) system dis-
tance vector h = h[k] — carc, [k] of AEC; after
{1,3,5,8,10} seconds; (d) corresponding equalizer
coefficients cgqlk]; (e) IR to be identified by outer
AEC g'[k] for AECy; (f) SSRR and SSRE achieved
by LRC filter; (g) system distance of outer AEC.

PNLMS and IPNLMS (which is not possible for
NLMS) the performance can be further increased.

6. CONCLUSION

In this contribution, a combined system for hands-
free communication has been proposed and evalu-
ated using a listening-room-compensation filter for
reverberation reduction and a two stage acoustic
echo cancellation system. Proportionate LMS filter
update schemes were evaluated for the identification
of equalized acoustic channels. Simulation results
showed that the proposed system of LRC filter and
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two-stage AEC performed best if proportionate up- [8]
date strategies like the PNLMS or IPNLMS were

used. Here, the IPNLMS was more robust in terms

of performance for arbitrary impulse responses and,

thus, should be the algorithm of choice for identifi-

cation of equalized impulse responses.
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