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Chapter 1

Introduction

1.1 Overview

The most natural form of human communication is speech. During the last decades an increasing demand for natural and comfortable speech communication over long distances can be observed and hands-free telecommunication setups are widely used nowadays. Examples for such systems (without claim for completeness) are video-conferencing systems, hands-free front-ends in cars, information terminals, e.g. at railway stations, airports, or public places, smart homes, messaging-software like ICQ© or Skype©, or computer software and computer games with sound output and speech input. Hands-free systems can be used to increase security while driving a vehicle or to increase communication comfort in teleconference situations. By this, the user of a hands-free telecommunication system may use both hands for other tasks and/or can move freely in a room. Furthermore, the use of a hands-free setup for communication while driving a car is required mandatorily, e.g. by German law since 2001.

If the usual handset of a telephone is replaced by one or more loudspeakers and microphones, several problems occur for the digital signal processing unit of a hands-free system, that will be described in the following. A scheme of a hands-free telephony situation is shown in Figure 1.1. Here, \( s_n[k] \) is the near-end speaker’s signal that has to be processed and transmitted to the far-end side unaffectedly. It is the desired signal for beamforming noise reduction schemes but also a disturbance, e.g. for adaptive algorithms for acoustic echo cancellation. Ambient noise is denoted by \( n[k] \) and \( \psi[k] \) is the acoustic echo due to the acoustic coupling between microphones and loudspeakers. The acoustic coupling can be described by the so-called room
Introduction

Figure 1.1: Multi-channel hands-free telephony setup.

Figure 1.2 shows a more detailed schematic of a common setup for hands-free tele-communication. It contains several sub-systems for the specific problems such systems have to tackle. The signal of the far-end speaker $s_f[k]$ is picked up by one or more microphones in the far-end room, transmitted to the near-end room, radiated by the loudspeakers, and picked up again by the microphones due to the acoustic coupling, expressed here by the room impulse response(s) $h_{AEC}[k]$. The desired sound source for the microphone array in the near-end room is the near-end speaker $s_n[k]$. Its signal is superimposed by the noise disturbances $n[k]$ and the acoustic echo $\psi[k]$.

Figure 1.2: Signal processing in a hands-free setup.
The setup in Figure 1.2 leads to several problems that will be described in the following. They have to be solved in combination by the signal processing system, containing an equalizer for listening-room compensation (dereverberation) of the loudspeaker signal, an acoustic echo canceller (AEC), a noise reduction subsystem (beamformer), and a post-filter which may perform dereverberation of the near-end speaker’s signal, suppression of residual echoes, and residual noise, bandwidth reduction, and signal coding. Please note, that this thesis focuses on the problems of dereverberation by means of pre-equalization of the signal and on the system identification by means of an AEC which is needed for that purpose. This section tries to briefly provide a general overview about the problems in hands-free communication, without any claim for completeness, to embed the topics discussed into a general framework (cf. also Section 1.2).

- **Suppression of ambient noise:** Hands-free communication leads to a drastically reduced signal-to-noise ratio (SNR) at the microphone compared to the use of a hand-set. The desired signal which is the near-end speaker $s_n[k]$ is superimposed by disturbances in the near-end room, such as ambient noise, PC-fans, air conditioning, thermal noise, etc. All ambient noise sources which may occur in a hands-free setup besides the echo signal will be denoted by $n[k]$. A too low volume control of the hands-free system further decreases the SNR. High noise levels lead to disturbances for adaptive algorithms which are used for the acoustic echo canceller. Furthermore, noisy signals that are presented to the user of the hands-free system result in a lower speech intelligibility and cause tiredness of the system user. Since speech and noise signals may overlap in time as well as in frequency the separation of the desired signal from the disturbance without distorting the desired signal may be difficult, especially if only one microphone is available.

- **Cancellation of acoustic echoes:** The speech signal of the far-end user, which is radiated by the loudspeakers in the near-end room, is picked up again by the microphones and is transmitted back to the far-end user. He or she perceives his or her own voice as an echo delayed by the round-trip delay of the system which may be up to several hundred milliseconds. This is very annoying and drastically disturbs natural communication. Although noise reduction schemes are able to reduce acoustic echoes since they treat echoes as disturbance, acoustic echo cancellation is preferable whenever a reference signal (in this case the loudspeaker signal) is available, since the echo canceller allows for maximum echo
suppression of this kind of interferers. Theoretically, AECs are able to cancel the acoustic echo without introducing distortions to the near-end speaker’s signal. Since the first proposal by Sondhi [Son67] for compensation of acoustic echoes based on modelling the room impulse response by a digital linear filter much research has been done on single-channel acoustic echo cancellation as well as the extension to the multi-channel case. A detailed discussion of the challenges of AEC and some possible solutions will be given in Chapter 3.

- **Dereverberation:** In common hands-free environments signals not only travel directly from source to microphone but are reflected at the room boundaries numerous times. This causes reverberation of the sound signal which reduces speech intelligibility. Reverberation effects get more and more perceivable in larger rooms which are characterized by high room reverberation times as it is experienced while listening to speech in churches or large halls. Dereverberation schemes can target two different signals in Figure 1.2. Either reverberation can be removed from the microphone signal that contains a reverberant version of the near-end speaker’s signal $s_n[k]$ before it is transmitted to the far-end user or reverberation of the loudspeaker signal in the near-end room caused by the RIR $h_{EQ}[k]$ between loudspeaker and near-end listener can be reduced. The latter method is known as listening-room compensation (LRC) and will be one of the major foci of this thesis. A brief discussion of the influence of reverberation is given in Chapter 2. Chapters 4 and 5 address the problem of dereverberation.

- **Sound source coding:** Especially for high-quality multi-channel hands-free systems an enormous amount of data has to be transmitted to the far-end user. This problem gets even more severe if video is sent in addition to the audio signal or if wireless networks have to be used. Since the required bandwidth for a direct transmission may not be available or too costly, the amount of data to be transmitted should be reduced by an appropriate coding scheme. Fortunately, powerful methods exist for coding of speech signals as well as arbitrary audio signals such as linear predictive coding (LPC) for speech signals or the widely used MP3 and AAC coding schemes which were developed for coding of music signals. Please note that source coding will not be a topic of this thesis.
1.2 Focus, Outline and Main Contributions

As described above, numerous problems have to be solved for hands-free communication systems addressing the subsystems individually or the combination of one or more subsystems. Although research results could also be published as well in the fields of noise reduction [GMK06b, MGK06c, MGK06b, GMK06a, MGK06a, MGKM07, RGH+08a, RGA09, RGA11, RAGA10, GXR+10, GRA10, GMA+10, MGA11, CGD12, RG12, RGb+12, SCS+13, MSA+13, SMS+13], sound position estimation [GRH+08, RGH+08b, GGBD11, GGD12, RGb+12, GSG+12], or voice activity detection [HSGA10, WGH+11, RGH+11], the remainder of this thesis will focus on listening-room compensation, acoustic echo cancellation and the mutual influences of LRC and AEC only. The following chapters are organized as follows:

In Chapter 2 some fundamentals on room acoustics are introduced. Section 2.1 particularly describes the properties of RIRs which are needed for the following discussions about identification and equalization of RIRs and the respective problems for AEC and LRC algorithms. Furthermore, the multi-delay filtering structure known from literature [MAG95] is introduced in Section 2.2 in vector/matrix notation which will be used throughout this thesis.

Chapter 3 introduces the basic principles of acoustic echo cancellation that are mainly used for the system identification needed by the LRC sub-systems in this thesis [GKK05, GKM06b, RGA09, RGA11, GRA10]. Main contributions in this chapter are the system identification for equalized systems by means of proportionate update schemes (cf. Section 3.2.2) [GXJ+11], conventional AECs [GKM08d] and post-filters (cf. Section 3.3) [GKK05, GKM06b, XAG12] for system identification.

Chapter 4 introduces the signal processing strategies for LRC. Main contributions in this chapter are the analysis of various objective quality measures for LRC which was lacking in the literature [GAR+10b, ARG10, GAK+10, SGR+11, BRX+12, GAR+14] (cf. Section 4.2 and Appendix A to C), analysis of LRC robustness for different algorithms [GKM07, GKM08d, GKM09, JGM11, JMG11, KGD12a, KGD12b, XGM13, KGD13a, KGD13b] and the development of a new type of gradient algorithm for LRC [GKM08a, GKM08b] (cf. Section 4.5) which converges quickly and is computationally efficient.

Chapter 5 discusses different possibilities for combinations of subsystems for AEC and LRC and the respective mutual influences of these subsystems [GKMK06a, GKM07]. Main contributions in this chapter are the system identification and the influences on the LRC approaches.
and the identification of equalized impulse responses [GXJ11], as well as a method to increase LRC robustness based on the knowledge of the AEC convergence state [GKMK08b] (cf. Section 5.1).

### 1.3 Notation

To distinguish between scalar values, vectors, and matrices in time and in frequency-domain the following notation is determined, which is summarized in Table 1.1.

Vectors are written in bold letters to distinguish them from scalars. Matrices are written in bold uppercase letters. Time-domain variables are written italic while frequency-domain variables are written in sans-serif letters, to allow the reader to distinguish between time-domain and frequency-domain even if the dependence on time or frequency is omitted, e.g. for readability reasons in long formulas. Thus \( y = x^T h \) clearly indicates a multiplication of two vectors in time-domain while \( y = x^T h \) indicates the multiplication of the corresponding vectors in frequency-domain.

Furthermore, the discrete time and frequency-domain can be distinguished from the continuous domains by the use of squared brackets, e.g. \( x[k], x[n] \), instead of round parentheses, e.g. \( x(t) \) and \( x(e^{j\Omega}) \). Here \( k, n, t \) and \( e^{j\Omega} \) are the arguments for the discrete time, the discrete frequency, the continuous time, and the continuous frequency, respectively. The index \( \ell \) will be used for the block-time throughout the work, if block processing is used.

Table 1.1 summarizes the conventions given above.

<table>
<thead>
<tr>
<th></th>
<th>Continuous time-domain</th>
<th>Discrete time-domain</th>
<th>Continuous freq.-domain</th>
<th>Discrete freq.-domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalar</td>
<td>( x(t), \xi(t), )</td>
<td>( x[k], \xi[k], )</td>
<td>( x(e^{j\Omega}), \xi(e^{j\Omega}), )</td>
<td>( x[n], \xi[n], )</td>
</tr>
<tr>
<td>Vector</td>
<td>( \mathbf{x}(t), \mathbf{\xi}(t), )</td>
<td>( \mathbf{x}[k], \mathbf{\xi}[k], )</td>
<td>( \mathbf{x}(e^{j\Omega}), \mathbf{\xi}(e^{j\Omega}), )</td>
<td>( \mathbf{x}[n], \mathbf{\xi}[n], )</td>
</tr>
<tr>
<td>Matrix</td>
<td>( \mathbf{X}(t), \mathbf{\Xi}(t), )</td>
<td>( \mathbf{X}[k], \mathbf{\Xi}[k], )</td>
<td>( \mathbf{X}(e^{j\Omega}), \mathbf{\Xi}(e^{j\Omega}), )</td>
<td>( \mathbf{X}[n], \mathbf{\Xi}[n], )</td>
</tr>
</tbody>
</table>

**Table 1.1:** Definitions for scalars, vectors and matrices.

Typically, the length of a vector is denoted by \( L \) with a sub-index indicating the vector, e.g. \( L_\mathbf{x} \) denotes the length of the vector \( \mathbf{x} \). If vector notation is chosen, vectors having time-varying coefficients (like adaptive filters) can be distinguished from vectors with time-constant coefficients by a successive
[k] as for

\[ h[k] = [h_0[k], h_1[k], h_2[k], \ldots, h_{L_h-1}[k]]^T \]  \hspace{1cm} (1.3.1)

instead of

\[ h = [h_0, h_1, h_2, \ldots, h_{L_h-1}]^T. \]  \hspace{1cm} (1.3.2)

The superscripts \((\cdot)^T\), \((\cdot)^*\), \((\cdot)^H\), and \((\cdot)^+\) denote the transposition, the conjugate, the Hermitian transpose, and the Moore-Penrose pseudoinverse, respectively. The operator \(\ast\) denotes the convolution of two sequences, \(E\{\cdot\}\) is the expectation operator, and the operator \(\text{convmtx}\{h, L_{EQ}\}\) generates a convolution matrix of size \((L_{EQ} + L_h - 1) \times L_{EQ}\) (cf. (4.2.7)). The operator \(\text{diag}\{\cdot\}\) builds up a matrix of size \(L \times L\) from a vector of size \(L \times 1\) that has the vector’s elements on its main diagonal and zeros elsewhere, and the operator \(\text{bdiag}\{\cdot\}\) generates a matrix of size \(L' L \times L' L\) having matrices of size \(L \times L\) on its block diagonal and zeros else (cf. (2.2.12)).
Chapter 2

Basics

2.1 Fundamentals of Room Acoustics

In this chapter some background information about room acoustics will be given that will be basis of the following chapters. Particularly, room impulse responses are discussed briefly and some of their properties are described that are needed for a deeper understanding of the problems to be solved in successive chapters. More detailed discussion about room acoustics can be found in the literature, cf. e.g. [Kut00, Bor89] and references therein.

A sound signal that is played back via headphones sounds differently than the same signal played back in an acoustic environment, such as a car, a concert hall, or a church. Characterizing for the sound is, amongst other properties, room volume and shape, reflection at the surfaces, or the distance between sound source and listener. A sound wave hitting a surface can be reflected, absorbed or transmitted as it is depicted in Figure 2.1(a). Of course, partly reflections are possible and most common. The ratio between reflection and transmission/absorption is defined by the so-called reflection coefficient.

A further possibility is the so-called diffusion as depicted in the bottom of Figure 2.1 (b). Here, the sound energy of the impinging wave is not reflected to one certain direction but scattered to numerous directions. This can be archived, e.g., by book shelves in a common living room.

2.1.1 Room Impulse Responses

In room acoustics the room impulse response plays an important role, since it characterizes the sound propagation from one spatial position
Figure 2.1: Reflection, absorption and diffusion of sound sources.

\[ s = [s_x, s_y, s_z]^T \] to another position \( p = [p_x, p_y, p_z]^T \). Here, \( s \) and \( p \) may be the 3-dimensional coordinates of a sound source and a microphone. If a room impulse response has to be measured [RV89a, Van94, MM01, PS01] or identified by means of an adaptive filter [HBC06, GKMK08d], the influence of loudspeaker and microphone is always contained in the measurement result. This so-called loudspeaker room microphone (LRM) system is depicted in Figure 2.2 (a).

Figure 2.2: (a) LRM system, acoustic coupling between loudspeaker and microphone. (b) Room impulse response (schematically).

Please note, that the influence of the loudspeaker and the microphone can often be neglected compared to the influence of the room. Thus, the term RIR or acoustic environment will always describe such a LRM system and these terms are used as synonyms in the following.

Typical room impulse responses have a similar structure as schematically
shown in Figure 2.2 (b). The first peak of the RIR corresponds to the direct path between source and microphone. The next peaks correspond to early reflections of the sound wave at the room boundaries. The direct path and the early reflections are important for sound source localizations and the spectral characteristic of the room [SL61, Hal01, WN07]. Since more and more reflections overlap, arriving at the microphone with decaying energy, the later part of the RIR is called reverberant tail. This tail has a stochastic nature and is linked to the perception of reverberation. Thus, the longer the late tail, the more reverberation is perceived in a specific room. The following subsections briefly introduce some basic properties of RIRs that will be needed in the successive chapters of this thesis to understand the problems of AEC, LRC and quality assessment of dereverberation algorithms.

2.1.2 Time- and Frequency-Domain Properties of Room Impulse Responses

The left panels of Figure 2.3 show two typical RIRs for different room reverberation times ($\tau_{60} = 50$ ms and $\tau_{60} = 500$ ms, cf. also Section 2.1.4 for a discussion of the reverberation time $\tau_{60}$) scaled (a) linearly and (b) logarithmically. Panels (c) and (d) of Figure 2.3 show the corresponding frequency-domain representations (room transfer functions) linearly in panel (c) and logarithmically in panel (d). It can be seen from the room transfer function $|h(f)|$ in the right panels of Figure 2.3 that, in general, all frequencies are transmitted by the room (as one could expect). The mean transfer function equals one (or 0 dB). However, strong fluctuations are visible especially for higher room reverberation times. This is due to the effect of destructive interference of different sound propagation paths. As more clearly visible in Figure 2.3 (d) the room transfer function is characterized by numerous notches that are caused by numerous zeros very close to the unit circle in the $z$-domain (cf. Section 2.1.6). The higher the room reverberation time is, the higher is the density of the notches.

Since listening-room compensation aims at equalization of room impulse responses, every notch in frequency-domain has to be compensated for by a peak in the corresponding transfer function of an equalization filter. It is obvious that an inaccurate compensation of the notches of a room transfer function (RTF), e.g. caused by a frequency shift, may lead to severe distortions (cf. Section 4.4.2 for a more detailed discussion of robustness issues).

If a speech signal $s(t)$ is transmitted from one position of a room to another in a hands-free situation, reverberation is added to the signal due
to the convolution with the corresponding RIR $h(t)$. Figure 2.4 shows a clean speech signal $s(t)$ in (a) time and (b) time-frequency-representation (spectrogram). Panels (c) and (d) of Figure 2.4 show the reverberant signal

$$x(t) = s(t) \ast h(t),$$

which is obtained by a convolution with an RIR $h(t)$ having a room reverberation time of $\tau_{60} = 500$ ms.

For the anechoic signal the so-called formants and the pitch, which correspond to the harmonic structure of speech due to the speech production in humans and the resonances of the human speech production system [VM06], respectively, can clearly be observed in the spectrogram. The phonemes\(^1\) in Figure 2.4 are well separated in time. In panels (c) and (d), blurring of the formants and smearing of the phonemes are visible. Speech pauses are partly filled up by reverberant signal parts due to the reverberant tail of the RIR and phonemes overlap which may lead to a decreased speech intelligibility [SH02].

\(^1\)The phoneme is the smallest segmental unit of sound that leads to meaningful contrasts between utterances [VM06].
2.1 Fundamentals of Room Acoustics

![Diagram](image)

**Figure 2.4:** Influence of a room impulse responses on a speech signal. (a) anechoic speech signal $s(t)$ in time-domain, (b) spectrogram of anechoic signal $s(t)$, (c) reverberant speech signal $x(t)$ after convolution with an RIR ($\tau_{60} = 500$ ms), (d) spectrogram of reverberant signal $x(t)$.

### 2.1.3 Stochastic RIR Modelling

Since at least the reverberant tail of an RIR can be considered as a stochastic process and RIRs typically are characterised by an exponential decay in time-domain, it is common to model an RIR as an exponentially damped Gaussian process [Moo79, Hab07, GKM09]

$$h_M[k] = b[k] \exp \left(-\frac{(k - k_{\text{init}})}{\eta}\right) u[k - k_{\text{init}}] \quad (2.1.2)$$

with $k_{\text{init}}$ being the initial delay of the room impulse response model, $b[k]$ a white Gaussian random process, $u[k - k_{\text{init}}]$ the time-shifted Heaviside step function, $f_s$ the sampling frequency and

$$\eta = \frac{2\tau_{60}f_s}{\ln(10^{-6})} \quad (2.1.3)$$
a damping constant that depends on the room reverberation time $\tau_{60}$. Figure 2.5 shows an RIR obtained by (2.1.2) in grey colour and the corresponding power delay profile (PDP) aka. power delay spectrum (PDS) [PRLN92] in black.

![Figure 2.5: RIR and power delay profile (PDP).](image)

**2.1.4 Room Reverberation Time and Energy Decay Curve**

Room impulse responses and room transfer functions can be described by several properties and measures. Some of these measures are sometimes also used for quality assessment of dereverberation algorithms and, thus, will be described in Chapter 4.2 and Appendix A.1 because they may slightly differ for common RIRs and other impulse responses, e.g. those of equalized systems.

One important measure characterizing an RIR is the so-called room reverberation time $\tau_{60}$ which is also known as RT60 in the literature. It is defined as the time of an 60 dB decay of the energy of the RIR. The room reverberation time is characteristic for a specific room. It depends on the room properties, such as sound absorption of the room boundaries (walls, floor and ceiling), interior and room volume. In general, the room reverberation time is frequency dependent, since typical wall materials have different sound absorption properties at different frequencies. Common reflection coefficients range from 0.99 (concrete) to 0.3 (sound absorbing slabs) [Bor89].

In contrast to the RIR, the room reverberation time does not depend on the exact positions of source and receiver.

A frequency independent approximation of the room reverberation time is
2.1 Fundamentals of Room Acoustics

given by the so-called Sabine\(^2\) reverberation formula \[\text{Joy75}\],

\[
\tau_{60} = \frac{24\ln(10) V}{c \sum_i \beta_i S_i} = 0.163 \, \text{[sec/m]} \cdot \frac{V}{\frac{1}{I} \sum_i \beta_i S_i}. \tag{2.1.4}
\]

Here, \(V\) is the room volume in m\(^3\), \(c \approx 340\) m/s is the speed of sound, \(S_i\) is the wall surface area in m\(^2\) of a specific room boundary \(i\) and \(I\) is the total number of room surfaces. Accurate results can be obtained by using (2.1.4) as long as the absorption coefficient \(\beta\) is less than about 0.3, thus, for most realistic scenarios \[\text{Bor89}\].

To determine the room reverberation time, the so-called energy decay curve (EDC) can be calculated from a given RIR by \[\text{Sch65}\]

\[
\text{EDC}(t) = C \int_{t' = t}^{\infty} h^2(t'). \tag{2.1.5}
\]

In (2.1.5), the constant \(C\) is fixed by normalizing \(\text{EDC}(t = 0)\) to 0 dB as depicted in Figure 2.6 (b). Figure 2.6 (a) shows 4 RIRs having different room reverberation times and Figure 2.6 (b) the corresponding energy decay curves (EDCs) according to (2.1.5) and an estimate for the room reverberation time obtained from the EDC curves. For this purpose, a line is fitted to the linear part of an EDC and the intersection point with the -60 dB line indicates the corresponding room reverberation time \(\tau_{60}\) \[\text{Sch65}\]. Usually the line is fitted to the values at -5 dB and -35 dB. However, due to measurement noise that leads to a deviation of the strictly linear decay in logarithmic domain, as it can be seen at the later parts of EDC curves e.g. for \(\tau_{60} = \{50, 150\}\) ms in Figure 2.6 (b), particularly for shorter room reverberation times different points may be more appropriate such as -5 dB and -15 dB that were used for generating Figure 2.6 (b).

2.1.5 Critical Distance

The critical distance is the distance at which the sound pressure of the direct sound and all reflected parts are equal. It is defined \[\text{Hab07}\] depending on the directivity of the source compared to a sphere \(Q\) and the room constant \(R = \bar{\alpha}S/(1 - \bar{\alpha})\) in m\(^2\), i.e.

\[
D_c = \sqrt{\frac{QR}{16\pi}} \tag{2.1.6}
\]

\(^2\)Wallace Clement Sabine, (June 13, 1868 - January 10, 1919) was an American physicist who was a pioneer in the field of architectural acoustics.
Figure 2.6: (a) RIRs and (b) energy decay curves (EDCs) for different room reverberation times \( \tau_{60} \). Panel (b) shows the EDCs according to (2.1.5) (solid lines) and the corresponding (dashed) lines fitted to the points at -5 dB and -15 dB.

For an omnidirectional sound source and assuming that the speed of sound in air is 344 m/s it can be approximated to [Kut00, Hab07]

\[
D_c \approx 0.1 \,[\text{sec/m}] \sqrt{\frac{V}{\pi \tau_{60}}} \tag{2.1.7}
\]

only depending on the room volume \( V \) and the room reverberation time \( \tau_{60} \). If a human listener or a microphone is located closer to a sound source than the critical distance, the direct sound is dominant while the reverberant part is dominant if the distance is greater than the critical distance. For speech in highly reverberant rooms like churches a high speech intelligibility can be obtained if the listener is very close to the sound source despite high reverberation times.
2.1.6 \( z \)-Domain Properties of Room Impulse Responses

The distribution of the zeros of a common RIR in the \( z \)-domain is shown exemplarily in Figure 2.7.

**Figure 2.7:** (a) Zero-pole plot and (b) histogram of radii \(|r|\) of zeros in \( z \)-plane of a common simulated [AB79] RIR (\( \tau_{60} \approx 500 \text{ ms at } f_s = 8 \text{ kHz} \)). (c) Zero-pole plot and (d) histogram of radii \(|r|\) of zeros in \( z \)-plane of a common measured [MM01] RIR (\( \tau_{60} \approx 500 \text{ ms at } f_s = 8 \text{ kHz} \)). 98.6\% and 97.7\% of zeros of the RIRs are within the depicted area of \( 0.99 \leq |r| \leq 1.01 \) in panel (b) and (d), respectively.

The zero-pole plots in panels (a) and (c) of Figure 2.7 show the distribution of zeros in the \( z \)-domain for a simulated RIR [AB79] (panel (a)) and a measured RIR [MM01] (panel (c)) while panels (b) and (d) of Figure 2.7
show the corresponding distributions of the absolute values of the radii $|r|$ of the complex zeros close to the unit circle in the range of $0.99 \leq |r| \leq 1.01$. It can be seen that numerous zeros are located very close to the unit circle which corresponds to the notches in frequency-domain depicted in Figure 2.3. Furthermore, some zeros are located outside the unit circle. An RIR is, thus, a mixed phase system\textsuperscript{3} and only its minimum phase part can be inverted by a causal stable infinite impulse response (IIR) filter [NA79]. However, since the maximum phase part of an RIR considerably contributes to the perceived reverberation a compensation of the minimum phase part only is not sufficient for dereverberation. Furthermore, as it will be illustrated in Section 4.3, equalization of zeros that are close to the unit circle is a hard task for an equalizer. And finally, since spectral notches in an RTF have to be compensated by spectral peaks of a corresponding equalizer, such an equalization cannot be very robust w.r.t. changes in the RTF (cf. Section 4.4.2).

### 2.2 Multi-Delay Filtering

The filtering result of an input signal $x[k]$ and an impulse response $h[k]$ can be obtained directly in time-domain by the convolution $y[k] = x[k] * h[k]$ or by a multiplication of the corresponding signal spectrum\textsuperscript{4} $X[n]$ and the transfer function $H[n]$ in frequency-domain [KK09, VM06]. A large number of adaptive filter algorithms have been developed as well in time-domain [WS85, Hay02] as in frequency-domain [DMW78, Fer80, MG82]. If these filters have to deal with very long impulse responses as for the tasks of LRC or AEC, problems arise as well in time-domain as in frequency-domain. Since typical room impulse responses have lengths up to several thousand coefficients even for low sampling rates, time-domain algorithms normally suffer from slow convergence [BDH\textsuperscript{+}99]. Highly correlated input signals, such as speech, further slow down convergence of time-domain algorithms since the maximum convergence speed depends on the ratio of minimum and maximum eigenvalue of the input correlation matrix [Hay02, Kam08]. Frequency-domain algorithms are an attractive solution for these problems. The computational effort for the convolution can be heavily reduced by using the fast Fourier transform (FFT) algorithm [Shy92, BM00]. Furthermore, the discrete Fourier transform (DFT) approximately produces uncorrelated

\textsuperscript{3}Systems having all zeros inside the unit circle in the $z$-domain are called minimum phase systems. Systems having all zeros outside the unit circle are called maximum phase systems. Mixed phase systems have zeros as well inside as outside the unit circle.

\textsuperscript{4}Please note that according to the notation declarations in Section 1.3 sans serif letters like $x[n]$ indicate the frequency-domain representation of $x[k]$. 
signals which gives the opportunity to choose the step-size of an adaptive algorithm independently for every frequency bin. This allows for a nearly uniform convergence even for large variations of the input power spectrum. Since frequency-domain algorithms rely on block processing a delay of at least one block is introduced. If the block size \( L \) is chosen to the length of the adaptive filter \( L_c \), the processing delay of the algorithm may be too large, since the filter length \( L_c \) may be several thousand. More sophisticated algorithms, so-called multi-delay filters (MDFs), which are based on the classical overlap-save (OLS) method, overcome this drawback by partitioning the impulse response into smaller blocks [SP90, Som90]. A generalization to the case of arbitrary block sizes and weighted overlap-add (WOLA) structures is described in [MAG95]. By this, the block size \( L \) can be chosen as small as desired leading to a trade-off between computational efficiency and processing delay.

In the following, a brief overview on multi-delay filtering will be given and the notation that will be used throughout this thesis for block-frequency-domain adaptive algorithms will be introduced.

![Figure 2.8: Input signal blocks \( x[\ell + i] \) of length \( L \).](image)

Each block of the input signal can be described as a vector

\[
x[\ell] = [x[\ell L], x[\ell L + 1], ..., x[(\ell + 1)L - 1]]^T
\]  

(2.2.1)

containing \( L \) input samples as depicted in Figure 2.8. Here, \( \ell \) is the block-time index.

Accordingly, a vector \( h \) of length \( L_h = L'_h L \) is defined containing the impulse response as depicted in Figure 2.9 (a). Here, \( L'_h \) is the number of partitions needed to cover a vector of length \( L_h \), given a certain block length \( L \).

\[
h = \begin{bmatrix} h_0^T, h_1^T, ..., h_{L'_h-1}^T \end{bmatrix}^T
\]  

(2.2.2a)

\[
h_i = [h_{iL}, h_{iL+1}, ..., h_{(i+1)L-1}]^T
\]  

(2.2.2b)

The number of blocks needed for covering the partitioned room impulse response is denoted as \( L'_h \in \mathbb{N}^+ \). Please note that the impulse response...
Figure 2.9: (a) Partitioning of room impulse response \( h \) of length \( L_h = 384 \) samples into \( L'_h = 3 \) partitions of length \( L = 128 \) and (b) transformation of each zero-padded partition to the frequency-domain.

vector \( h \) is defined here being time-invariant for simplicity reasons although, in general, it is time-variant and, thus, depends on the block index \( \ell \).

The DFT of a time series of length \( L \) is defined as

\[
\text{DFT}\{h[k]\} = h[n] = \sum_{k=0}^{L-1} h[k] e^{-j2\pi kn/L} \quad (2.2.3)
\]

and a 50\% zero-padded DFT is given by

\[
\text{DFT}\{h[k]\} = h[n] = \sum_{k=0}^{L-1} h[k] e^{-j2\pi kn/(2L)}. \quad (2.2.4)
\]

In vector notation the DFT of a vector of length \( L \) can be written by a
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Multiplication with the DFT matrix

\[
F_{L \times L} = \begin{bmatrix}
1 & 1 & & & \\
1 & e^{-j2\pi \frac{(L-1)}{L}} & 1 & & \\
1 & e^{-j2\pi \frac{(L-2)}{L}} & e^{-j2\pi \frac{2(L-2)}{L}} & \cdots & e^{-j2\pi \frac{(L-1)(L-1)}{L}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & e^{-j2\pi \frac{(L-(L-1))}{L}} & e^{-j2\pi \frac{2(L-(L-1))}{L}} & \cdots & e^{-j2\pi \frac{(L-1)(L-(L-1))}{L}}
\end{bmatrix}
\]

(2.2.5)

of size \(L \times L\) which contains the DFT rotation factors\(^5\).

\[
h = F_{L \times L} h
\]

(2.2.6)

In the following, the DFT length \(L_{\text{DFT}}\) is chosen to equal twice the block length \((L_{\text{DFT}} = 2L)\) to obtain a 50% zero-padded spectrum. The zero-padded DFT can be calculated by

\[
h = F_{2L \times 2L} W_{2L \times L}^{10} h
\]

(2.2.7)

with the window matrix

\[
W_{2L \times L}^{10} = [I_{L \times L}, 0_{L \times L}]^T.
\]

(2.2.8)

In (2.2.8), \(I_{L \times L}\) is the identity matrix and \(0_{L \times L}\) a matrix containing zeros only, both of size \(L \times L\). In the following, the truncated DFT matrix corresponding to a zero-padded FFT will be defined as

\[
F_{2L \times L} = F_{2L \times 2L} W_{2L \times L}^{10}.
\]

(2.2.9)

The frequency-domain vector

\[
h = \begin{bmatrix} h_0^T, h_1^T, \ldots, h_{L_h-1}^T \end{bmatrix}^T
\]

(2.2.10)

of size \(2LL_h' \times 1\) containing the transfer functions

\[
h_i = F_{2L \times 2L} W_{2L \times L}^{10} h_i
\]

(2.2.11)

of all zero-padded partitions of the impulse response \(h_i\) as defined in (2.2.2b) can be obtained by

\[
h = \text{bdiag}_{L_h'} \{F_{2L \times L}, F_{2L \times L}, \ldots, F_{2L \times L}\} h.
\]

(2.2.12)

---

\(^5\)The inverse discrete Fourier transform of a vector is defined by \(F_{L \times L}^{-1} = F_{L \times L}^* / L\).
The operator \( \text{bdiag}_{L'_h} \{ \cdot \} \) in (2.2.12) generates a block diagonal matrix of size \( L'_h 2L \times L'_h L \) from \( L'_h \) DFT matrices of size \( 2L \times L \) each.

\[
\text{bdiag}_{L'_h} \{ F_{2L \times L}, F_{2L \times L}, \ldots, F_{2L \times L} \} = \begin{bmatrix}
F_{2L \times L} & 0 \\
& \ddots \\
0 & F_{2L \times L}
\end{bmatrix}
\] (2.2.13)

The result \( \tilde{y}[\ell] \) of the fast convolution corresponding to the well known overlap-save method [VM06] is obtained by multiplication of the zero-padded block transfer function \( h \) according to (2.2.12) and a matrix \( X[\ell] \) of size \( 2L \times 2LL'_h \) which contains the spectra of the signal obtained from \( L'_h + 1 \) subsequent time-domain data blocks:

\[
\tilde{y}[\ell] = X[\ell] h
\] (2.2.14)

with

\[
X[\ell] = \begin{bmatrix}
\tilde{X}[\ell], \ldots, \tilde{X}[\ell - L'_h + 1]
\end{bmatrix}
\] (2.2.15)

\[
\tilde{X}[\ell] = \text{diag} \{ F_{2L \times L} x[\ell] + \tilde{I}_{2L \times 2L} F_{2L \times L} x[\ell - 1] \}
\] (2.2.16)

\[
\tilde{I}_{2L \times 2L} = \text{diag} \{ [e^{-j\pi 0}, e^{-j\pi 1}, \ldots, e^{-j\pi (2L - 1)}] \}
\] (2.2.17)

Equations (2.2.15) to (2.2.17) that define the block-frequency-domain input data matrix \( X[\ell] \) will be explained in the following. For the MDF, as an extension of the OLS method, two consecutive blocks of time-domain input data are transformed to the frequency-domain \( (F_{2L \times L} x[\ell] \) and \( F_{2L \times L} x[\ell - 1] \)) and are combined to result in one block in the frequency-domain. Before adding them up in the frequency-domain the shifting property of the DFT [Rad79, KK09] is used to delay one block.

\[
\text{DFT}\{ x_0[k] + x_1[k - L] \} = \text{DFT}\{ x_0[k] \} + \text{DFT}\{ x_1[k] \} e^{j \frac{2\pi}{L_{\text{DFT}}} nL} = x_0[n] + x_1[n] e^{j\pi n}
\] (2.2.18)

For \( L_{\text{DFT}} = 2L \) the rotation factors \( e^{j \frac{2\pi}{L_{\text{DFT}}} nL} = e^{j\pi n} \) result in an alternating series of 1 and -1 for \( 0 \leq n \leq 2L - 1 \) (cf. the definition of the shifting matrix in (2.2.17)). Equation (2.2.18) is expressed in vector/matrix form in (2.2.16) generating the block-frequency-domain matrix \( \tilde{X}[\ell] \) depending on two consecutive time-domain input blocks. As a last step the block input signal matrix \( X[\ell] \) needed in (2.2.14) is generated by \( L'_h \) sub matrices \( \tilde{X}[\ell] \).
As obvious from (2.2.18) and (2.2.16), only one FFT is needed for each block of time-domain input data.

The first $L$ samples of the OLS output

$$\tilde{y}[\ell] = F_{2L \times 2L}^{-1} \tilde{y}[\ell]$$

(2.2.19)

contain cyclic convolution products which have to be removed by a constraining matrix $G$. The constrained frequency-domain block-filter result which does not contain cyclic convolution products can be expressed by

$$y[\ell] = G\tilde{y}[\ell] = G X[\ell] h$$

(2.2.20)

with

$$G = F_{2L \times 2L} W_{2L \times L}^0 W_{L \times 2L}^0 F_{2L \times 2L}^{-1}$$

(2.2.21)

$$W_{2L \times L}^0 = [0_{L \times L}, I_{L \times L}]^T ;$$

(2.2.22)

$$W_{L \times 2L}^0 = [0_{L \times L}, I_{L \times L}].$$

(2.2.23)

The matrix $G$ removes cyclic convolution products by transforming one data block of length $2L$ to the time-domain, setting the first $L$ samples to zero and transforming the constrained data back to the frequency-domain. The time-domain vector $y[\ell]$ containing the filtering result of the current block is obviously obtained by

$$y[\ell] = W_{L \times 2L}^0 F_{2L \times 2L}^{-1} y[\ell].$$

(2.2.24)

With $W_{L \times 2L}^0 F_{2L \times 2L}^{-1} F_{2L \times 2L}^1 W_{L \times 2L}^0 = I_{L \times L}$, (2.2.20) can be written as

$$y[\ell] = W_{L \times 2L}^0 F_{2L \times 2L}^{-1} X[\ell] h.$$  

(2.2.25)

The MDF approach is visualized exemplarily in Figure 2.10 for a filter impulse response $h$ of length $L' = 2$ blocks which implies that 3 blocks of input data $x[\ell]$ have to be used for calculating the current block $y[\ell]$. Each block of input data is transformed to the frequency-domain by a DFT of length $2L$ (50% zero padding). According to (2.2.16), each data block $\tilde{x}[\ell]$ in frequency-domain is calculated by two successive data blocks $x[\ell]$ exploiting the shifting property of the DFT (2.2.18). In Figure 2.10, this is visualized by the ruled areas, i.e. the current frequency-domain signal block $\tilde{x}[\ell]$ is calculated from the current block of input data $x[\ell] = F_{2L \times L} x[\ell]$ and the previous block of input data $x[\ell - 1] = F_{2L \times L} x[\ell - 1]$. The previous block of input data $\tilde{x}[\ell - 1]$ which is calculated by $x[\ell - 1] = F_{2L \times L} x[\ell - 1]$ and $x[\ell - 2] = F_{2L \times L} x[\ell - 2]$ has already been calculated previously and
Input signal $x[k]$  

\[
\begin{align*}
  x[k] &= x[\ell - 2] \quad x[\ell - 1] \quad x[\ell] \\
  |x[\ell - 2]| & \quad |x[\ell - 1]| \quad |x[\ell]| \\
  F_{2L \times L} & \quad F_{2L \times L} \quad F_{2L \times L}
\end{align*}
\]

Impulse response $h[k]$  

\[
\begin{align*}
  h_1 & \quad \ldots \quad h_2 \\
  F_{2L \times L} & \quad F_{2L \times L} \\
  \begin{pmatrix}
    x[\ell - 1] + \mathbf{I}_{2L \times 2L} x[\ell - 2] \\
    \mathbf{I}_{2L \times 2L} x[\ell - 1] + \mathbf{I}_{2L \times 2L} x[\ell - 2]
  \end{pmatrix} & \quad \\
  \begin{pmatrix}
    |x[\ell - 1]| & \quad |x[\ell]| \\
    |\hat{x}[\ell - 1]| & \quad |\hat{x}[\ell]| 
  \end{pmatrix}
\end{align*}
\]

Output signal $y[k]$  

\[
\begin{align*}
  y[\ell] &= \mathbf{y}[\ell] \\
  F_{2L \times 2L}^{-1} G & \quad \mathbf{y}[\ell]
\end{align*}
\]

Figure 2.10: Illustration of the multi-delay filter (MDF) method expressed by vector/matrix notation for a block length of $L = 4$.

can be taken from memory. The frequency-domain data blocks $\mathbf{X}[\ell] = \text{diag}\{\mathbf{x}[\ell]\}$ and $\mathbf{X}[\ell - 1] = \text{diag}\{\mathbf{x}[\ell - 1]\}$ are then multiplied by the block
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Transfer functions $h_1$ and $h_1$ according to (2.2.14) and summed up to result in $\tilde{y}[\ell]$. Cyclic parts of the convolution are removed by multiplication with the constraining matrix $G$ resulting in one block output data $y[\ell]$.

A schematic for an MDF implementation is given in Figure 2.11. The current block of input data $x[\ell]$ of length $L$ is transformed to the frequency-domain using the FFT with 50% zero-padding. The resulting frequency-domain vector $X[\ell]$ is summed up with the spectrum calculated in the previous block $x[\ell - 1]$ which was delayed by the block delay unit indicated by $z^{-L}$ in Figure 2.11 and multiplied by the shifting vector $\tilde{I}_{2L \times 2L}$. Each block of the RTF $h_i$ is then multiplied by the corresponding part of the input signal, all block results are summed up and transformed back to the time-domain by the inverse fast Fourier transform (IFFT) to obtain the time-domain signal $\tilde{y}[\ell]$. Cyclic convolution products are removed from $\tilde{y}[\ell]$ by setting the first half to zero and taking only the second half of $\tilde{y}[\ell]$.

\begin{align*}
\tilde{y}[\ell] &= [\tilde{y}_0[\ell], \tilde{y}_1[\ell], ..., \tilde{y}_{2L-1}[\ell]]^T \\
y[\ell] &= [\tilde{y}_L[\ell], \tilde{y}_{L+1}[\ell], ..., \tilde{y}_{2L-1}[\ell]]^T
\end{align*} \hspace{1cm} (2.2.26, 2.2.27)

If a frequency-domain signal $\tilde{y}[\ell]$ is needed for further processing e.g. for adaptive filters, it can be obtained by

\begin{equation}
y[\ell] = F_{2L \times 2L} \begin{bmatrix} 0_{1 \times L}, y^T[\ell] \end{bmatrix}^T
\end{equation} \hspace{1cm} (2.2.28)

which is equivalent to (2.2.20).

**Figure 2.11:** Schematic of a multi-delay filter (MDF).
2.3 Chapter Summary

This chapter introduced some fundamental properties of RIRs in Section 2.1, which will be needed for the following discussions about identification and equalization of RIRs and the respective problems for the AEC and LRC algorithms. It was shown that RIRs are characterized by thousands of zeros very close to the unit circle in $z$-domain, resulting in strong fluctuations, i.e. notches, in frequency-domain and an impulse response length of thousands of taps in time-domain, even for moderate sampling frequencies.

In Section 2.2 the multi-delay filtering structure known from the literature [MAG95] was introduced in the vector/matrix notation which will be used throughout the remainder of this thesis, i.e. for the derivation of an acoustic echo suppression filter in Section 3.3 and a quickly converging frequency-domain LRC filter that will be derived in Section 4.5.3.
Acoustic echo cancellation

Acoustic echoes arise from the acoustic coupling between loudspeaker and microphone in an enclosure as previously depicted in Figure 2.2 on page 10. Thus, they occur in all modern voice communication systems with hands-free transducers. The acoustic coupling which is caused by numerous reflections at the room boundaries can be described by the room impulse response $h[k]$ as depicted in Figure 3.1.

![Figure 3.1: Hands-free system for acoustic echo cancellation.](attachment:image.png)
As obvious from Figure 3.1, the acoustic echo has to be cancelled to prevent it from being transmitted back to the far-end user. Hearing his or her own voice delayed by the round trip delay of the system is annoying and does not allow for a natural communication. Furthermore, the risk of instability of the involved systems is given due to the closed electro-acoustic loop. The first linear filtering approach for estimating acoustic echoes was proposed by Sondhi in 1967 [Son67]. His approach to model the room impulse response $h[k]$ by a linear filter $c_{AEC}[k]$ which is updated by a gradient algorithm based on the well-known least-mean-squares (LMS) algorithm [WS85] is still used in most of the state-of-the-art echo cancellation systems. The filter output is an estimate of the echo $\hat{\psi}[k]$ which can be subtracted from the microphone signal $y[k]$ as depicted in Figure 3.1. Much work has been carried out during the last decades in the field of echo cancellation, e.g. [YK82, Pol88, Kel88, Hän92, Hän94, Hän95, BMS98b, BDH99, GB01b, BGM01, KBK03a, HS04, GKMK06b, VM06, Enz08, XAG12]. In 1997, Hänsler coined the statement *From algorithms to systems - it’s a rocky road* [Hän97] since the problem which may have appeared easy at a first glance turned out to cause difficulties, such as described in the following:

- **Very high filter orders are required in highly reverberant environments**: Typical RIRs have lengths of several thousand taps which have to be considered even at low sampling rates (cf. also Section 2.1). The identification of such RIRs requires filters of high orders [BDH99]. While about 250 filter coefficients may be sufficient for echo cancellation in a car environment, AECs for office environments usually have lengths of several thousand filter coefficients to reduce the echo energy sufficiently, since the required filter length depends directly on the reverberation time $\tau_{60}$ of the environment. Common RIRs are of infinite length while the filter order of the AEC is limited. The unmodelled tail of the RIR, which is depicted in Figure 3.1 in gray for a filter order of 1024 exemplarily, always leads to a residual echo at the output of the AEC. For correlated input signals this so-called *tail-effect of acoustic echo cancellation*, furthermore, leads to a biased system identification which gets more severe for multiloudspeaker hands-free systems [BMS98b, Kal07, GKMK07].

Furthermore, the transmission path between loudspeaker and microphone is time-varying, in general, mainly due to movement of loudspeakers, microphones, or the user of the hands-free system. Therefore, the AEC filter has to track the time-varying RIRs continuously and quickly converging gradient algorithms are necessary to track changes of the impulse response between loudspeaker and microphone.
Recommendations given by the International Telecommunication Union (ITU) specify the requirements which have to be fulfilled by systems for acoustic echo cancellation [ITU93a, ITU93b, ITU88]. According to these recommendations, AEC systems must provide an echo suppression of 45 dB echo return loss enhancement (ERLE) (cf. Section 3.1 for the definition of the ERLE measure). If both speakers use hands-free systems a suppression of 40 dB is sufficient and in case of double-talk (both users speak at the same time) a suppression of 25-30 dB is required. In case of quickly changing RIRs which have to be tracked by the AEC system at least 10 dB echo suppression has to be achieved. If gradient algorithms such as the common normalized least-mean-squares (NLMS) algorithm [Hay02] are used for echo cancellation, high filter orders lead to slow convergence [BDH+99]. The ITU recommendations furthermore require 20 dB echo suppression after 1 second convergence time. Especially for non-stationary and highly correlated input signals like speech this requires quickly converging algorithms like affine projection (AP) algorithms [OU84, GT95, Dou96, HS04] or the recursive least-squares (RLS) algorithm [Hay02, SK91]. Although the RLS algorithm leads to the fastest convergence speed it is not applicable directly since it suffers from heavy computational load. The so-called frequency-domain adaptive filters (FDAFs) [DMW78, MG82, SP90, Shy92, Nit00, BM00, BBK03] which exploit the properties of the fast Fourier transform (FFT) and their extension, the multi-delay filters (MDFs) [MAG95, BG03, GKM06b, GKM08b], lead to computationally efficient filtering algorithms with fast convergence and a small processing delay (cf. Section 2.2). Such a filter structure, which is already designed to be integrated seamlessly into the LRC systems introduced in the following chapters, will be described in Section 3.3.

Imperfect system identification of acoustic echo cancellers or acoustic echo suppression filters will have a strong influence on the LRC systems discussed in Chapter 4. Thus, quickly converging algorithms leading to a reliable system identification will be necessary in the following.

- **Ambient Disturbances:** If an AEC has to work in a car environment the previously described problems become less important since reverberation times in cars are very small ($\tau_{60} \approx 50 \text{ ms}$). This allows for sufficient echo reduction by short and, thus, quickly converging AECs. However, high-level ambient noise inside a car, originating from engine, wind, rain, or tires, acts as a disturbance for adaptive
gradient algorithms which prevents fast convergence [HS04]. Hence, much research effort has been carried out on joint reduction of acoustic echoes and local interferences, e.g. [MV93, FB95a, Kel97, Gus99, Kel01, DMDC00, HS00, BSFB01, HKN04, HS04, KMK05, Her05, Kal07]. An additional disturbance which is always present in a scenario of hands-free communication is the local speaker. The adaptation of gradient algorithms has to be slowed down or even stopped [MPS00] for an active near-end speaker.

- **Residual Echoes:** In theory, AEC filters are capable to completely remove the acoustic echo from the microphone signal. However, due to the previously described tail effect, slow filter convergence and inevitable estimation errors, the acoustic echo cancellation is not sufficient most of the time. Residual echoes remain in the microphone signal which are clearly perceivable and disturbing.

Post-filters, as described in Section 3.3, are quickly converging acoustic echo suppression (AES) filters in the microphone path which contribute to the echo reduction especially in periods of AEC convergence. These post-filters converge much faster than gradient-based AEC algorithms. However, post-filters inevitably lead to signal distortions since they are based on the principle of short time spectral attenuation (STSA). Post-filters can be designed to suppress noise [Wie49, Cap94, SBM01, EM85, GMK06b, GMK06a, MGK06b], residual echoes [GS99, EMV02, EV03, KBK03b, GKKM06b, Enz08], reverberation [Hab07] or combinations of these interferences [SB96, MV96, TGS97a, GMV98, Hab07]. Thus, they increase the signal-to-interference ratio (SIR) but always affect both, the residual echo and the signal of the near-end speaker which should be transmitted unaffectedly.

Post-filters are not restricted to identification of the transmission path [KBK03a, Ka07, GKK06b] since they only have to estimate the residual echo component [KBK03a, Fal03, FT05, FC05, KKS+08, FFK+08a] within the microphone signal. A reliable estimate of the power spectral density (PSD) of the residual echo is, thus, crucial for the design of echo suppression by post-filtering [EMV02, KBK03a, GKK05, Enz08]. For noise suppression the interference is assumed to be approximately stationary [Gie88, BF95, Mar01]. The residual echo signal, however, generally is highly non-stationary.

Psychoacoustically motivated weighting rules [Gus99, Fal03, GMK06a, MGK06b] which incorporate knowledge about the masking effects of the human auditory system [Int92, WG00] lead
to perceptually better sounding post-filters since they produce less disturbing artefacts such as the well-known musical noise. Such psychoacoustically motivated weighting rules can be found in [TPM93, TGS97b, Vir99] for the single-channel case, in [GT98] for the multi-loudspeaker case, and in [BTSG98, Gus99] in combination with noise reduction.

Since the LRC sub-system may introduce severe distortions if the RIR estimate is not of sufficient quality, AES post-filter approaches (cf. Section 3.3) will be introduced and used to increase the performance of AEC filters in this thesis.

- **Demand for robust adaptation control:** If convenient and natural communication is provided by the hands-free system, the AEC as well as the post-filter has to be able to cope with so-called double-talk, which means that both speakers may talk at the same time. Although the concept of a linear filter lying in parallel to the RIR and subtracting the estimated echo signal according to [Son67] theoretically provides the possibility for perfect echo cancellation while unaffected transmission of the near-end speaker at the same time, the adaptation of the filter has to be stopped during periods of an active near-end speaker [MPS00, Nit00, Her05, KMK05, IG07, SMZ08]. First simple approaches for control of AEC adaptation in case of double-talk were based on simple suppression of the speaker with lower energy (automatic gain control (AGC)) [Hie95, IK97]. State-of-the-art double-talk detection can be achieved by analysis of the coherence between loudspeaker and microphone [SKW92, AG97, BMC00, GB01b, GB01a, BG02a, BG03], introducing artificial delays in the microphone path [AGQ97, VM06] or so-called shadow filtering [OAO97, IG07]. Besides the aforementioned approaches that were explicitly designed for AEC control, also general voice activity detection (VAD) or speech activity detection (SAD) strategies which are predominantly developed in the field of noise reduction or speech/music discrimination can be applied and adapted. Such algorithms are based on estimation of the SIR [HBSH98, GZ92, HS99] or evaluation of features such as energy [LZTZ02, MK02, MV08, TRB+06, LCC10, EM06, RS75, RSB+04], entropy [PMV+06], higher statistical moments [NGM01], long-term observations [RSB+04, RSB+05, RGS07, HSGA10], modulation energy [SA02, AS03, SAP04, MMGP07], pitch [LE06, KK05b], autocorrelation statistics [SAVJ09], signals pre-processed by noise reduction algorithms [SS98, CKM06, TBA10], vocal detection [YY09], zero-crossing rate [RS75, KK05b], and combination of different features
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Most approaches compare internal variables to a certain threshold that can be fixed or adaptive [Pee04, SS97, WGH+11, RGH+11]. Although obviously important, adaptation control of AEC and AES systems will not be within the scope of this thesis. Various references for robust adaptation control are given above, e.g. [HTK03, HNK04, Her05, HBNK05a, HBNK05b].

In the following, the near-end speaker can be assumed to be inactive and no adaptation control is needed. However, in this thesis the ideas of adaptation control are used in Section 5.1.2 to incorporate knowledge about the AEC convergence state and, by this, increase the robustness of the LRC system.

- Nonlinearities: As already stated in Section 2.1 the AEC has to model the LRM system which contains the chain of loudspeaker, RIR, and microphone. Common linear approaches for acoustic echo cancellation are not able to model nonlinear effects which occur if low-cost loudspeakers, microphones, amplifiers, or analogue/digital (AD) converters are used in a hands-free system. Nonlinear effects on acoustic echo cancellation were studied in e.g. [SK00, KK05a, KK06] but will not be considered in the following since they are out of the scope of this thesis and, furthermore, introduce higher complexity and computational load. It will be assumed that all LRM systems can be modelled by linear approaches with sufficiently small errors.

- AEC stereo problem: If multi-channel systems are considered, common AEC algorithms can be extended easily to the multi-microphone case [Kel97] while the extension to a multi-loudspeaker system in general leads to a heavily reduced performance [BK01]. Since multiple-loudspeaker systems allow for the transmission of spatial information about the acoustic scene in the far-end room, such systems are highly demanded. They allow to distinguish the direction of different far-end speakers by the near-end listener, which enhances speech intelligibility. Whenever the terms multi-channel acoustic echo cancellation or stereo acoustic echo cancellation are used, generally hands-free systems with two or more loudspeakers are considered if not stated otherwise.

In principle, simple and straightforward extensions of well-known single-channel gradient algorithms to the multi-channel case are possible [BAGG95, SM95, BDG96, MSS+97]. However, the performance of those algorithms is heavily reduced compared to the single-channel case due to the strong correlation of the loudspeaker signals
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It was shown in [BMS98b, GB02] that no unique solution for the problem of stereo AEC exists in theory and that the solution depends not only on the RIRs in the near-end environment but also on the RIRs in the far-end environment.

One solution for stereo AEC is the decorrelation of the two transmission channels by introducing nonlinear distortions [GB00, MHB01, GB02, SMZ08] which are barely audible at least for speech signals and which have only negligible impact on the stereo image. Partial filter coefficient updates also improve convergence [KN04]. Other techniques such as time-variant filtering of one loudspeaker channel [JS98], all-pass structures [Ali98] or the use of comb filters [BMS98a] showed worse results.

For use in real-time systems, gradient algorithms working in the block-frequency-domain [BM00, BK01, BBK03, Gau03, Her05] showed promising results due to the decorrelation property of the DFT and the possibility of an efficient implementation by the FFT. A further complexity reduction can be obtained if multi-channel post-filters are used [Kal07, GKM06b, FFK+08a, WQW11].

The AEC stereo problem is of particular importance for the multi-channel system identification which is needed for multi-loudspeaker LRC systems (cf. Section 4.4.3).

3.1 Objective Quality Measures for Echo Reduction Algorithms

Acoustic echo cancellers that will be the topic of this chapter aim at the reduction of the echo signal $\psi[k]$ that is picked up by the microphone as depicted in Figure 3.2. The echo cancellation filter $c_{AEC}[k]$ generates an echo estimate $\hat{\psi}[k]$ that is subtracted from the microphone signal. For the case of perfect echo cancellation, the residual echo signal $\xi[k] = \psi[k] - \hat{\psi}[k]$ vanishes.

Two different objective measures for assessment of the performance of echo reduction are common [VM06] and will be introduced briefly in the following. These measures are called system misalignment (cf. Section 3.1.1) and echo return loss enhancement (ERLE) (cf. Section 3.1.2).
3.1.1 AEC System Misalignment

The system misalignment vector $\tilde{h}[k]$ is defined as the distance between the vector $h[k]$ consisting of the RIR coefficients and the RIR estimate vector $\hat{h}[k]$ that consists of the AEC coefficients as illustrated in Figure 3.2, i.e. $\tilde{h}[k] = c_{\text{AEC}}[k]$.

$$\tilde{h}[k] = h[k] - \hat{h}[k] \quad (3.1.1)$$

$$h[k] = [h_0[k], h_1[k], \ldots, h_{L_h-1}[k]]^T \quad (3.1.2)$$

$$\hat{h}[k] = [c_{\text{AEC},0}[k], c_{\text{AEC},1}[k], \ldots, c_{\text{AEC},L_{\text{AEC}}-1}[k], 0, \ldots, 0]^T \quad (3.1.3)$$

Since generally the length of the RIR $L_h$ is greater than the length of the AEC filter $L_{\text{AEC}}$, the vector $\hat{h}[k]$ is filled with zeros to have the same length as $h[k]$.

The so-called relative system misalignment $D_{\text{dB}}[k]$ is commonly used for assessment of AEC algorithms. It is defined as the squared vector norm $||\tilde{h}[k]||_2^2 = \tilde{h}^T[k] \cdot \tilde{h}[k]$ of the system misalignment according to (3.1.1) in dB normalized by the squared vector norm of the RIR$^1$.

$$D_{\text{dB}}[k] = 10 \cdot \log_{10} \frac{||\tilde{h}[k]||_2^2}{||h[k]||_2^2} \quad (3.1.4)$$

$^1$Cf. (3.2.13) for the general norm definition.
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Figure 3.3: RIR vector $h[k]$ and system misalignment vector $\tilde{h}[k]$ for a converged AEC of order 511.

Figure 3.3 exemplarily shows an RIR (grey) and the corresponding system misalignment (black) for an AEC filter of order 511. The early samples of the RIR are compensated by the AEC filter. The tail of the RIR that cannot be modelled by the AEC filter due to its limited influence length contributes to the system misalignment. Thus, the minimum achievable system misalignment depends on the AEC order [VM06]. Since the RIR is unknown in general for real-world systems the system misalignment only can be evaluated during simulation when the RIR is known.

An objective measure to assess the AEC performance which also can be calculated if the RIR is unknown is called echo return loss enhancement (ERLE) and will be introduced in the following section.

3.1.2 Echo Return Loss Enhancement (ERLE)

The ratio between echo energy and residual echo energy is known as echo return loss enhancement (ERLE) [VM06].

$$\text{ERLE}_{\text{dB}}[k] = 10 \cdot \log_{10} \frac{\mathbb{E}\{\psi^2[k]\}}{\mathbb{E}\{(\psi[k] - \hat{\psi}[k])^2\}}$$ (3.1.5)

$$= 10 \cdot \log_{10} \frac{\mathbb{E}\{\psi^2[k]\}}{\mathbb{E}\{\xi^2[k]\}}$$ (3.1.6)

In contrast to the system misalignment, the ERLE can be measured even if the RIR is unknown since all signals in (3.1.6) are available in a practical situation. The expectation operators in (3.1.6) can be replaced by their short-term expectations. For white noise as an input signal,
ERLE and the system misalignment $D_{dB}[k]$ show the same results [VM06], i.e. $\text{ERLE}_{dB}[k] = -D_{dB}[k]$, as exemplarily shown in Figure 3.4. However, while for a non-white input signal a small system distance is equivalent to a high echo reduction in terms of ERLE, a high ERLE does not automatically result in a low system distance as it can be seen from Figure 3.4 for speech as an input signal. Thus, from a system-theoretical point of view the system distance is the more general objective measure. However, firstly it may not be measurable and secondly the performance perceived by the listener is more correlated to the ERLE measure.

3.2 Gradient Algorithms for System Identification

A schematic of a single-channel system for acoustic echo cancellation is shown in Figure 3.5. The LRM system in Figure 3.5 is described by the unknown vector $h[k]$. If the AEC filter $c_{\text{AEC}}[k]$ perfectly models the impulse response, its output $\hat{\psi}[k]$ equals the acoustic echo $\psi[k]$ contained in the microphone signal $y[k]$. For this case, the error signal $e_{\text{AEC}}[k]$ is zero for an inactive near-end user $s_n[k]$. Please note that perfect cancellation of the error signal $e_{\text{AEC}}[k]$ is only possible if the length of the AEC $L_{\text{AEC}}$ at least equals the length of the RIR $L_h$. Otherwise a residual echo remains due to the unmodelled tail of the RIR.

Various algorithms have been proposed for solving the problem of acoustic echo cancellation. The most prominent one is the normalized version of the
LMS algorithm (cf. Section 3.2.1) and its extension to the affine projection algorithm (APA) [Hay02]. Proportionate update schemes which converge faster for sparse impulse responses as well as frequency-domain implementations which reduce the computational load will be discussed in Sections 3.2.2 and 3.3, respectively.

Most gradient algorithms are based on the Wiener-Hopf equation [Hay02, HS04]

\[ R_{xx} c_{AEC} = r_{x\psi} \]  

(3.2.1)

Here, \( c_{AEC} \) is the coefficient vector of the AEC filter according to (3.2.2) of length \( L_{AEC} \) which is excited by a input signal vector \( x[k] \) containing the last \( L_{AEC} \) input samples

\[ c_{AEC} = [c_{AEC,0}, c_{AEC,1}, \cdots, c_{AEC,L_{AEC}-1}]^T, \]  

(3.2.2)

\[ x[k] = [x[k], x[k-1], \cdots, x[k-L_{AEC}+1]]^T. \]  

(3.2.3)

\( R_{xx} \) is the autocorrelation matrix of size \( L_{AEC} \times L_{AEC} \) of the real-valued input signal

\[ R_{xx} = E \{ x[k] \cdot x^T[k] \} \]  

(3.2.4)

and \( r_{x\psi} \) is the cross correlation vector

\[ r_{x\psi} = E \{ x[k] \cdot \psi[k] \} \]  

(3.2.5)

between the filter input signal vector \( x[k] \) and the echo signal \( \psi[k] \) which acts as a reference for the filter. The vector of the filter coefficients can be calculated by solving (3.2.1) for \( c_{AEC} \):

\[ c_{AEC} = R_{xx}^{-1} r_{x\psi} \]  

(3.2.6)
Equation (3.2.6) is known as Wiener solution or normal equation. Typically, $R_{xx}$ and $r_{x\psi}$ are time-variant and, thus, a-priori unknown. Furthermore, the expectations in (3.2.4) and (3.2.5) have to be estimated by proper averaging.

### 3.2.1 The LMS and NLMS Algorithm

The least-mean-squares (LMS) algorithm is by far the most popular adaptive algorithm for designing adaptive filters [WS85, Hay02]. It was introduced by Widrow and Hoff in 1960 [WH60, WMB75]. Since then the LMS algorithm found applications in many areas, such as interference cancellation, equalization, and system identification [Son67]. The LMS algorithm belongs to the class of gradient algorithms which update the coefficient vector iteratively following the direction of the negative gradient

$$
-\nabla_{c_{AEC}} = - \left[ \frac{\partial}{\partial c_{AEC,0}}, \frac{\partial}{\partial c_{AEC,1}}, \ldots, \frac{\partial}{\partial c_{AEC,L_{AEC}-1}} \right]^T, \quad (3.2.7)
$$

which points towards the minimum of a properly chosen cost function (typically the mean squared error $E\{ |e_{AEC}[k]|^2 \}$). The so-called deterministic gradient algorithms avoid the inversion of $R_{xx}$ in (3.2.6) which would lead to a high computational effort for common AEC filter lengths of several thousand coefficients,

$$
c_{AEC}[k+1] = c_{AEC}[k] - \nabla_{c_{AEC}} e_{AEC}^2[k], \quad (3.2.8)
$$

$$
c_{AEC}[k+1] = c_{AEC}[k] + \mu_{LMS} \left( \hat{r}_{x\psi} - \hat{R}_{xx} c_{AEC}[k] \right). \quad (3.2.9)
$$

This leads to the well-known LMS update equation which results from estimating the autocorrelation matrix $R_{xx}$ and the cross-correlation vector $r_{x\psi}$ using instantaneous values $\hat{R}_{xx} = x[k]x^T[k]$ and $\hat{r}_{x\psi} = x[k]\psi[k]$ [Hay02]:

$$
\hat{e}_{AEC}[k+1] = \hat{e}_{AEC}[k] + \mu_{LMS} x[k] e_{AEC}[k] \quad (3.2.10)
$$

The simplicity of (3.2.10) contributed to the great success of the LMS filter algorithm. The computational load is minimum since only $L_{AEC}$ multiplications are needed for each update. Unfortunately, the maximum possible step-size $\mu_{LMS}$ depends on the largest eigenvalue of $R_{xx}$ which is difficult to estimate in a real-world algorithm and fluctuates a lot depending on the current input samples of $x[k]$. To achieve convergence which is independent of the input signal’s power, the step-size can be normalized resulting in the normalized least-mean-squares (NLMS) algorithm proposed in 1967.
In (3.2.11) $\delta_{\text{NLMS}}$ is a regularization parameter which prevents division by zero if the energy of the input signal $x[k]$ is too low. The step-size $\mu_{\text{NLMS}}[k]$ in (3.2.11) can be chosen independently of the input signal as $0 \leq \mu_{\text{NLMS}}[k] \leq 2$. Common step-sizes for highly correlated and non-stationary signals like speech are $0.1 \leq \mu_{\text{NLMS}}[k] \leq 0.5$ depending on the expected ambient noise which disturbs convergence of the algorithm. The step-size $\mu_{\text{NLMS}}[k]$ has to be heavily reduced towards 0 if a near-end speaker is active to prevent cancellation of his or her signal. If echoes have to be cancelled in reverberant rooms, such as office environments, the convergence rate of the LMS algorithms is not sufficient to fulfill the ITU recommendations for echo suppression [ITU93a, ITU93b, ITU88]. The update of the coefficient vector always points into the direction of the input vector $x$ which may be different from the direction towards the minimum of the cost function. If consecutive vectors $x$ of the input signal are strongly correlated, as it is the case for speech input, their directions may differ only slightly from each other. This leads to slower convergence because more steps are needed to reach the global minimum of the cost function in the $L_{\text{AEC}}$-dimensional space of the filter coefficients. Algorithms which allow for faster convergence but raise the computational load are the recursive least-squares (RLS) algorithm and the affine projection algorithm [Hay02]. For the specific nature of equalized impulse responses (IRs) the class of so-called proportionate update schemes will be briefly reviewed and analyzed in the following.

### 3.2.2 Proportionate Filter Update

The previously discussed adaptive filter algorithms evenly spread their update energy over all filter coefficients. Proportionate update algorithms, which have been developed for network echo cancellation allow for faster convergence if the impulse response, which has to be identified, is sparse [Dut00, BGM+01, NCB06]. An impulse response can be considered to be sparse if a small percentage of its samples have a significant magnitude while the rest are zero or small [BHCN06]. In proportionate update schemes, an individual step-size is calculated for each filter coefficient allowing for faster convergence for filter coefficients with higher energy. The idea of incorporating knowledge about the impulse response for defining an individual step-size for each filter coefficient was presented in [KMK93] for typical RIRs having an exponential decay. By choosing the step-size of the AEC filter
proportional to the expected exponential decay of the RIR, earlier filter coefficients converged faster than later filter coefficients [KMK93]. This led to a faster convergence in total. Proportionate update schemes adaptively estimate the optimum step-size for each coefficient. By this, they allow for faster convergence independently of the structure of the sparse impulse response [Dut00, KLDN08].

\[ h_1(t) \quad h_2(t) \quad h_3(t) \quad h_3(t) \ast c_{EQ}(t) \]

\( t \) in sec

\[ \begin{array}{cccc}
\text{(a) } \gamma = 1 \\
\text{(b) } \gamma = 0.84 \\
\text{(c) } \gamma = 0.59 \\
\text{(d) } \gamma = 0.79 \\
\end{array} \]

\( \tau_{60} = 0.1s \quad \tau_{60} = 0.5s \)

Figure 3.6: Examples of impulse responses that have to be identified by an AEC.

Four different examples of impulse responses and their corresponding sparsity measures [BHCN06]

\[ \gamma(h) = \frac{L_h}{L_h - \sqrt{L_h}} \left( 1 - \frac{\|h\|_1}{\sqrt{L_h} \|h\|_2} \right) \]  \( (3.2.12) \)

are shown in Figure 3.6. In (3.2.12), \( \|h\|_1 \) and \( \|h\|_2 \) are the \( l_1 \)-norm and the \( l_2 \)-norm, respectively, defined as

\[ \|h\|_p = \left( \sum_{i=0}^{L_h-1} |h_i|^p \right)^{\frac{1}{p}} \]  \( (3.2.13) \)

for \( p = \{1, 2\} \). The sparsity measure defined in (3.2.12) can take values between \( 0 \leq \gamma(h) \leq 1 \) and equals 1 for the (delayed) dirac function which is the most sparse possible impulse response and which is shown in Figure 3.6 (a). The sparsity measure equals 0 for a uniform impulse response \( h = [1, 1, \ldots, 1]^T \) and is independent of the scaling of \( h \) [BHCN06]. Common RIRs with room reverberation times of \( \tau_{60} = 100 \text{ ms} \) and \( \tau_{60} = 500 \text{ ms} \) are shown in Figure 3.6 (b) and (c), respectively. Figure 3.6 (d) shows the equalized impulse response \( h_3[k] \ast c_{EQ}[k] \) after processing by a least-squares equalizer \( c_{EQ}[k] \) of order \( L_{EQ} = 2048 \) as illustrated in Figure 3.7.

\( ^2 \)The equalization of RIRs will be discussed in detail in Chapter 4.
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It is obvious that the equalized impulse response in Figure 3.6 (d) is quite sparse which motivates the discussion of the class of proportionate normalized least-mean-squares (PNLMS) algorithms in the following for identification of such impulse responses.

**The Proportionate NLMS Algorithm (PNLMS)**

The sparse nature of impulse responses as they occur e.g. in network echo cancellation, feedback cancellation in hearing aids or for equalized systems as depicted in Figure 3.6 (d) causes standard adaptive algorithms including the NLMS to perform poorly since every filter coefficient is updated with the same step-size. The proportionate normalized least-mean-squares (PNLMS) algorithm calculates an individual step-size for each filter coefficient based on the estimated energy of the corresponding coefficient. This allows for faster convergence of filter coefficients with higher energy [Dut00, Gay98]. The update rule of the PNLMS algorithm is given by [BHCN06]

\[
c_{\text{AEC}}[k+1] = c_{\text{AEC}}[k] + \mu_{\text{PNLMS}} \frac{M_{\text{PNLMS}}[k] x[k] e[k]}{x^T[k] M_{\text{PNLMS}}[k] x[k] + \delta_{\text{PNLMS}}}.
\] (3.2.14)

In (3.2.14) the matrix \( M_{\text{PNLMS}}[k] \) containing the step-sizes is defined as

\[
M_{\text{PNLMS}}[k] = \text{diag} \{ \mu_{\text{PNLMS}}[k] \} \tag{3.2.15}
\]

Please note, that equalizers need an estimate of the RIR \( h \) which means that an additional inner AEC is be needed in Figure 3.7. System identification for equalizers will be discussed in Section 4.4.2 and combined systems with inner and outer AECs will be discussed in Chapter 5.
with

\[
\mathbf{\mu}_{PNLMS}[k] = \left[ \mu_{0,PNLMS}[k], \ldots, \mu_{L_{AEC}-1,PNLMS}[k] \right]^T,
\]

(3.2.16)

\[
\mu'_{i,PNLMS}[k] = \max\{\rho l'_{\infty}[k], |c_{AEC,i}[k]|\},
\]

(3.2.17)

\[
l'_{\infty}[k] = \max\{v, l_{\infty}[k]\},
\]

(3.2.18)

\[
l_{\infty}[k] = \|c_{AEC}[k]\|_{\infty}
\]

(3.2.19)

\[
= \max\{|c_{AEC,0}[k]|, \ldots, |c_{AEC,L_{AEC}-1}[k]|\},
\]

(3.2.20)

\[
\bar{\mu}'_{PNLMS}[k] = \frac{1}{L_{AEC}} \sum_{i=0}^{L_{AEC}-1} \mu'_{i,PNLMS}[k].
\]

(3.2.21)

The regularization parameter \(\delta_{PNLMS}\) can be chosen as \(\delta_{PNLMS} = \delta_{NLMS}/L_{c,AEC}\) compared to the NLMS algorithm [BHCN06]. The parameters \(\rho\) and \(\upsilon\) in equations (3.2.17) and (3.2.18) control the proportionate behaviour of the PNLMS algorithm. Here, the parameter \(\rho\) is the more important one [Dut00] since it controls the amount of proportionateness of the PNLMS algorithm. If \(\rho\) is chosen to have values of \(\rho \geq 1\) it leads to a degeneration of the PNLMS algorithm to the NLMS algorithm because \(\rho l'_{\infty}[k]\) is always greater than \(|c_{AEC,i}[k]|\) in this case and all step-sizes \(\mu'_{i,PNLMS}[k]\) become equal. Therefore, \(\rho\) should be chosen smaller than 1 since, in general. As \(\rho\) decreases, the initial convergence speed will become faster [Dut00].

The parameter \(\upsilon\) is of minor importance since it just prevents a dead-lock of the update if all coefficients have (initial) values of 0 and it ensures equal convergence in the very beginning. Once one coefficient of \(|c_{AEC,i}[k]|\) is greater than \(\upsilon\) it will become ineffective as it can be seen from (3.2.18).

In general, the larger the respective coefficient in a PNLMS update scheme is, the more adaptation speed it gets. This leads to a fast initial convergence. However, other coefficients converge more slowly and, furthermore, the gradient noise for large coefficients is greater than for the conventional NLMS algorithm. This leads to a slightly worse final convergence as it will be shown later in this section after describing the so-called improved proportionate NLMS (IPNLMS) algorithm in the following.

The Improved PNLMS Algorithm (IPNLMS)

The PNLMS algorithm discussed above leads to faster convergence for sparse impulse responses as they occur e.g. in the field of network echo cancellation or for the case of equalized impulse responses. However, the PNLMS algorithm converges slower than the conventional NLMS algorithm
for more dispersive impulse responses [NCB06] (e.g. as depicted in Figure 3.6 (c)). Several extensions of the PNLMS algorithm have been proposed in literature to solve this problem. Examples are the so-called PNLMS++ algorithm that alternates the adaptation rule between PNLMS and NLMS [Gay98] at each iteration step and the so-called \( \mu \)-law PNLMS (MPNLMS) [DD05]. Both show improved convergence. An algorithm which directly offers the possibility to smoothly switch between the convergence behavior of the NLMS algorithm and the PNLMS algorithm is the so-called improved proportionate NLMS (IPNLMS) [BG02b] which will be briefly introduced in the following.

The reason for the performance loss of the PNLMS algorithm for the case of a dispersive impulse response is the strong focus on the most prominent coefficient in (3.2.17). A more relaxed consideration of the proportionate idea can be formulated by [BG02b]

\[
\mu'_{i,IPNLMS}[k] = (1 - \alpha)\frac{\|c_{AEC}[k]\|_1}{L_{AEC}} + (1 + \alpha)|c_{AEC,i}[k]|. \tag{3.2.22}
\]

In (3.2.22), the parameter \(-1 \leq \alpha < 1\) allows for a trade off between NLMS update (\(\alpha = -1\)) and PNLMS update (\(\alpha \approx 1\)). Similarly to the definition of the PNLMS algorithm in (3.2.14) the IPNLMS update is given by [BG02b]:

\[
c_{AEC}[k + 1] = c_{AEC}[k] + \mu_{IPNLMS} M_{IPNLMS}[k][x[k]e[k]] x^T[k] M_{IPNLMS}[k][x[k] + \delta_{IPNLMS}] \tag{3.2.23}
\]

\[
M_{IPNLMS}[k] = \text{diag}\{\mu_{IPNLMS}[k]\} \tag{3.2.24}
\]

\[
\mu_{IPNLMS}[k] = \left[ \frac{\mu_{0,IPNLMS}[k]}{\|\mu_{IPNLMS}[k]\|_1}, \ldots, \frac{\mu_{L_{AEC}-1,IPNLMS}[k]}{\|\mu_{IPNLMS}[k]\|_1} \right]^T \tag{3.2.25}
\]

With (3.2.13) and (3.2.22), the \(l_1\) norm \(\|\mu_{IPNLMS}[k]\|_1\) in (3.2.25) can expressed by

\[
\|\mu'_{IPNLMS}[k]\|_1 = 2\|c_{AEC}[k]\|_1 \tag{3.2.26}
\]

and, by this, the elements \(\mu_{i,IPNLMS}[k], i = 0, 1, \ldots, L_{AEC} - 1\) of the step-size vector in (3.2.25) can be calculated by

\[
\mu_{i,IPNLMS}[k] = \frac{\mu'_{i,IPNLMS}[k]}{\|\mu'_{IPNLMS}[k]\|_1} = \frac{1 - \alpha}{2L_{AEC}} + (1 + \alpha) \frac{|c_{AEC,i}[k]|}{2\|c_{AEC}[k]\|_1 + \varepsilon}. \tag{3.2.27}
\]

Please note, that in order to avoid a division by zero in equation (3.2.27), especially at the beginning of the adaptation when all filter taps are initialized by zero, a small positive constant \(\varepsilon\) is added to the denominator.
The regularization parameter \( \delta_{\text{IPNLMS}} \) in (3.2.23) can be chosen to \( \delta_{\text{IPNLMS}} = \frac{(1 - \alpha)}{(2L_{\text{AEC}})\delta_{\text{NLMS}}} \) [BG02b].

Variants of the APA with proportionate update schemes also exist [GBGS00, HGS04]. However, they will not be discussed here, since simulations showed worse performance than the conventional APA for highly coloured and non-stationary input signals, such as speech.

**Performance Comparison of Proportionate Gradient Algorithms**

Before a comparison of NLMS, PNLMS and IPNLMS will be given by means of achievable ERLE and system distance \( D_{\text{dB}} \) a comparative illustration of the initial convergence of the three algorithms will be shown exemplarily for the RIR depicted in Figure 3.8 which is characterized by a short room reverberation time of \( \tau_{60} \approx 50 \text{ ms} \) and a sparsity measure of \( \gamma(h) = 0.91 \). Such an impulse response can be observed e.g. in a car.

![Figure 3.8: Example of a sparse RIR.](image)

The states of convergence after several filter updates are shown in Figure 3.9 for the NLMS algorithm in panels (a)-(e), for the PNLMS algorithm in panels (f)-(j) and for the IPNLMS algorithm in panels (k)-(o), respectively. The absolute values of the filter coefficients \( |c_{\text{AEC}}[k]| \) are indicated by a thick solid black line at update steps \( k = \{30, 40, 50, 200, 250\} \). The first 100 AEC filter coefficients \( |c_{\text{AEC},i}[k]| \) are shown for the update steps \( k = \{30, 40, 50\} \) in panels (a)-(c), (f)-(h) and (k)-(m) while the first 250 AEC filter coefficients \( |c_{\text{AEC},i}[k]| \) are shown for the update steps \( k = \{200, 250\} \) in panels (d)-(e), (i)-(j) and (n)-(o), respectively.

**NLMS algorithm:** Panels (a)-(e) show the absolute values of the first AEC filter coefficients \( |c_{\text{AEC}}[k]| \) and the corresponding absolute values of the RIR \( h[k] \) (dotted grey line) which has to be identified. Please note, that for better illustration, the RIR \( h[k] \) is time-invariant for all panels in Figure 3.9,
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Figure 3.9: Comparison of the convergence of the NLMS algorithm (panels (a)-(e)), the PNLMS algorithm (panels (f)-(j)) and the IPNLMS algorithm (panels (k)-(o)). AEC filter length is $L_{AEC} = 1024$. Room reverberation time of the RIR is $\tau_{60} \approx 50$ ms.
i.e. $h[k] = h$.

**PNLMS algorithm:** The PNLMS algorithm’s convergence depicted in panels (f)-(j) shows that the update at prominent peaks (e.g. at coefficient $i = 30$) is much faster if the PNLMS algorithm is used compared to the NLMS algorithm’s performance shown in panels (a)-(e). Panels (f)-(j) additionally visualize the influence of the parameter $\nu$, given in (3.2.18). As visible in panels (f)-(h), a value of $\nu = 0.1$ has been chosen. The parameter $\nu$ prevents a dead-lock of the update if all coefficients have (initial) values of 0 and it ensures equal convergence in the very beginning. Once one coefficient of $|c_{AEC,i}[k]|$ is greater than $\nu$, it will become ineffective which happens in panel (h)-(j) (also cf. (3.2.18)).

In the very beginning of the PNLMS algorithm’s convergence, all coefficients $|c_{AEC,i}[k]|$ are smaller than $\nu \cdot \rho = 0.01$ (cf. (3.2.17) and (3.2.18)) as depicted in panel (f). Thus, all step-sizes $\mu'_{i,PNLMS}[k]$ are equal. After a few update steps some coefficients become larger than $\nu \cdot \rho$ but are still smaller than $\nu$ as depicted in panel (g). Thus, the proportionate step-size $\mu_{PNLMS}[k]$ speeds up the convergence of those coefficients. After at least one coefficient becomes greater than $\nu$ as depicted in panels (h)-(j), the threshold is raised from $\nu \cdot \rho$ to $l_{\infty}[k] \cdot \rho$ since $l_{\infty}[k] \geq \nu$. By this, the convergence speed of the smaller coefficients is increased slightly as it can be observed from comparing $\mu_{PNLMS}[k]$ in panels (g) and (h).

**IPNLMS algorithm:** Panels (k)-(o) of Figure 3.9 show AEC filter coefficients $|c_{AEC}[k]|$ (solid black line) and the RIR $h$ to be identified (dotted grey line) for the IPNLMS algorithm. The performance is comparable to that of the PNLMS algorithm and considerably better than for the NLMS algorithm.

A convergence comparison by the objective measures ERLE and system distance $D_{dB}$ (cf. Section 3.1) is given in Figures 3.10 to 3.13 for the four impulse responses depicted in Figure 3.6. Panels (a) of Figures 3.10 to 3.13 show the respective impulse response that is to be identified by the gradient algorithms. The ERLE and system distance $D_{dB}$ are shown for a white input signal (left panels, (c) and (e)) and for a speech input (right panels, (d) and (f)), respectively. Panel (b) shows the speech input signal for the algorithms that was used to obtain the simulation results shown in the right panels. The following parameters were chosen for the simulations: the lengths of the respective impulse responses were $L_h = 4096$, the AEC filter lengths were $L_{AEC} = 1024$, the step-sizes were $\mu[k] = 0.2$. For the PNLMS algorithm $\rho = 5/L_{AEC}$ and $\nu = 0.01$ were chosen and for the IPNLMS $\alpha = -0.5$. The
regularization parameter were $\delta_{\text{NLMS}} = 0.01$, $\delta_{\text{PNLMS}} = \delta_{\text{NLMS}}/L_{\text{AEC}}$ and $\delta_{\text{IPNLMS}} = \delta_{\text{NLMS}}/(2L_{\text{AEC}})$.

The performance comparison for the most sparse impulse response, i.e. a delayed delta function, is shown in Figure 3.10. It can be seen that the initial convergence of PNLMS and IPNLMS is much faster than that of the NLMS. Especially for the speech input (right panels), the performance is drastically increased by the proportionate algorithms. Since the PNLMS is optimized for this maximally sparse impulse response its performance is even better than the performance of the IPNLMS which is more obvious for the speech input signal (right panels) than for the white input signal (left panels).

Figure 3.11 shows the performance comparison for the somewhat more dispersive RIR depicted in Figure 3.6 (b) whose first 200 ms are also shown in panel (a) of Figure 3.11. The reverberation time of $\tau_{60} = 100$ ms cor-
Figure 3.11: Convergence of NLMS, PNLMS and IPNLMS for the RIR shown in Figure 3.6 (b); (a) first 200 ms of RIR shown in Figure 3.6 (b) ($\tau_{60} = 100$ ms); (b) speech excitation signal; (c) system distance in dB for white noise excitation; (d) system distance in dB for speech excitation; (e) ERLE in dB for white noise excitation; (f) ERLE in dB for speech excitation signal.

.responds to a small and acoustically dry room. Initial convergence of the proportionate algorithms still is faster than for the NLMS algorithm. However, at least for the white input signal (left panels) the performance of the PNLMS algorithms becomes worse than that of the NLMS algorithm after a few seconds. The IPNLMS algorithm as a trade-off between NLMS and PNLMS always shows better performance than the NLMS algorithm.

Simulation results for a RIR characterised by a room reverberation time of $\tau_{60} = 500$ ms are shown in Figure 3.12. Such an RIR can e.g. be observed in a common office environment. Here, the tendency already observed in Figure 3.11 can also be observed for the speech signal (right panels), i.e. that the PNLMS algorithm performs worse than the conventional NLMS algorithm. Still, the IPNLMS algorithm shows good performance for white noise input as well as for speech input.

Chapter 5 of this thesis discusses combinations of AECs and equalizers. A
schematic for an AEC that aims at identification of an equalized IR was already shown in Figure 3.7. Simulation results in Figure 3.13 compare the performance of NLMS algorithm, PNLMS algorithm and IPNLMS algorithm for such an equalized IR (cf. also Figure 3.6 (d)).

It can be seen from Figure 3.13 that the performance of PNLMS and IPNLMS is similar, but both algorithms outperform the conventional NLMS.

From the previously shown simulation results, it is not difficult to draw the conclusion that PNLMS behaves better than NLMS only if the RIR is sparse, while IPNLMS converges better than PNLMS when the RIR is dispersive. Actually, IPNLMS performs best independent of the nature of the RIR for Gaussian white noise excitation. For speech as input signal, IPNLMS with $\alpha = 0$ always leads to a good performance, however, not to the best performance in any case. An optimum $\alpha$ for the IPNLMS depends...
Figure 3.13: Convergence of NLMS, PNLMS IPNLMS and for the equalized IR shown in Figure 3.6 (d); (a) first 200 ms of IR shown in Figure 3.6 (d); (b) speech excitation signal; (c) system distance in dB for white noise excitation; (d) system distance in dB for speech excitation; (e) ERLE in dB for white noise excitation; (f) ERLE in dB for speech excitation signal.

on the nature of the RIR. However, for equalized IRs such as in Figure 3.13 proportionate update schemes are clearly preferable over conventional algorithms.

3.3 Post-Filters for Residual Echo Suppression

Although the acoustic echo $\psi[k]$ theoretically can be removed from the microphone signal $y[k]$ by the previously described AEC filter approaches, in general, a residual echo

$$\xi[k] = \psi[k] - \hat{\psi}[k]$$

(3.3.1)
remains in the AEC error signal

\[ e_{\text{AEC}}[k] = s_n[k] + n[k] + \xi[k], \tag{3.3.2} \]
\[ = s_n[k] + n[k] + \psi[k] - \hat{\psi}[k] \tag{3.3.3} \]

after the compensation point of the AEC. This is mainly due to the facts that (i) the AEC filter length \( L_{\text{AEC}} \) is too low to model the RIR and (ii) that the convergence of the AEC filter is imperfect, in general, due to time-varying impulse responses and correlated input signals [Hay02]. The residual echo signal \( \xi[k] \) in \( e_{\text{AEC}}[k] \) can be further reduced by so-called acoustic echo suppression (AES) filters \( p[k] \) which are also known as post-filters [MV96, TGS97a, GMV98, HS00, HS04, GKK05, GKMK06b] since they generally succeed the AEC filter as depicted in Figure 3.14.

\[ s_n[k] + n[k] \]
\[ \psi[k] \]
\[ h[k] \]
\[ e_{\text{AEC}}[k] \]
\[ p[k] \]
\[ x[k] \]

**Figure 3.14:** Schematic of an acoustic echo reduction system composed of AEC filter \( c_{\text{AEC}}[k] \) and an AES post-filter \( p[k] \).

It was shown in [AF95, FB95b, BF96, MV96, BSFB01] that this arrangement of AEC and AES filter is mathematically optimal for echo suppression. Structures applying suppression filters in front of conventional AEC filters are usually not used, mainly because of the different adaptation speeds of conventional AEC filters and AES filters.

The filter coefficients

\[ p[k] = [p_0[k], p_1[k], \ldots, p_{L_p-1}[k]]^T \tag{3.3.4} \]

for a post-filter of length \( L_p \) can be obtained by minimizing the mean squared error [Hay02]

\[ \mathbb{E} \{ e_{\text{PF}}^2[k] \} = \mathbb{E} \{ |p^T[k]e_{\text{AEC}}[k] - s_n[k]|^2 \} \overset{!}{=} \min \tag{3.3.5} \]

with the AEC error vector

\[ e_{\text{AEC}}[k] = [e_{\text{AEC}}[k], \ldots, e_{\text{AEC}}[k - L_p + 1]]^T \tag{3.3.6} \]
as illustrated in Figure 3.15.

The obtained MMSE solution

\[ p[k] = \mathbb{E}\{e_{AEC}[k] e_{AEC}^T[k]\}^{-1} \mathbb{E}\{e_{AEC}[k] s_n[k]\} \quad (3.3.7) \]

usually is applied in the short-term frequency-domain. The frequency-domain AES weighting function reads [Hay02]

\[ p[\ell] = \Phi_{e_{AEC} s_n}[\ell] \odot \Phi_{e_{AEC} e_{AEC}}[\ell], \quad (3.3.8) \]

with \( \Phi_{e_{AEC} s_n}[\ell] \) and \( \Phi_{e_{AEC} e_{AEC}}[\ell] \) being the cross power spectral density (CPSD) vector of the AEC error signal and the near-end speaker’s signal and the auto power spectral density (APSD) vector of the AEC error signal, respectively. The symbol \( \odot \) represents the element-by-element division of two vectors. Assuming absence of noise disturbance \( n[k] \) and that the AEC error signal and the signal of the near-end speaker are uncorrelated, i.e. that

\[ \Phi_{e_{AEC} s_n}[\ell] = \Phi_{s_n s_n}[\ell], \quad (3.3.9) \]

and

\[ \Phi_{e_{AEC} e_{AEC}}[\ell] = \Phi_{s_n s_n}[\ell] + \Phi_{\xi \xi}[\ell], \quad (3.3.10) \]

Eq. (3.3.8) can be rewritten,

\[ p[\ell] = (\Phi_{e_{AEC} e_{AEC}}[\ell] - \Phi_{\xi \xi}[\ell]) \odot \Phi_{e_{AEC} e_{AEC}}[\ell]. \quad (3.3.11) \]

For practical application (3.3.11) is often generalized to

\[ p[\ell] = (\mathbb{E}\{|e_{AEC}[\ell]|^\alpha\} - \beta \mathbb{E}\{|\xi[\ell]|^\alpha\}) \odot \mathbb{E}\{|e_{AEC}[\ell]|^\alpha\})^\gamma \quad (3.3.12) \]

with \( \alpha, \beta \) and \( \gamma \) being filter design parameters to control the echo suppression performance. Eqs. (3.3.11) and (3.3.12) are commonly known as spectral subtraction which exists in various slightly different versions, cf. e.g. [Bol79, BSM79, MS97, GKM06b]. Since expectations necessary
for calculating the post-filter weighting rules have to be estimated properly, the weighting rule is normally limited to $p_{\text{min}}[\ell] \leq p[\ell] \leq 1$ for all frequency bins to avoid amplification on the one hand and negative values or too high attenuation on the other hand. The maximum suppression $p_{\text{min}}[\ell]$ can be chosen to a fixed value (20-40 dB is often used for AES) or in dependence of psychoacoustical findings to reduce the so-called musical-noise problem [Gus99, Fal03, GMK06a].

\[ s_n[k] + n[k] \rightarrow y[k] \rightarrow e_{\text{AEC}}[k] \rightarrow \text{FFT} \rightarrow e_{\text{AEC}}[\ell] \rightarrow p[\ell] \rightarrow e_{\text{AEC},p}[\ell], \text{FF} \rightarrow e_{\text{AEC},p}[k] \]

\[ \tilde{h}[k] \rightarrow e_{\text{AEC}}[k] \rightarrow p[\ell] \rightarrow \hat{\xi}[\ell] \rightarrow c_{\text{REEF}}[\ell] \rightarrow \text{FFT} \rightarrow X[\ell] \rightarrow h[k] \]

\[ x[k] \]

\textbf{Figure 3.16:} Schematic of an time-domain acoustic echo cancellation filter $c_{\text{AEC}}[k]$ with subsequent frequency-domain post-filter $p[\ell]$. An estimate of the residual echo which is used by the post-filter to calculate the residual echo PSD is generated by a residual echo estimation filter (REEF) $c_{\text{REEF}}[\ell]$.

A schematic of the acoustic echo reduction system containing an AEC filter $c_{\text{AEC}}[k]$ and an AES post-filter $p[\ell]$ is depicted in \textbf{Figure 3.16}. The AEC filter is applied and updated in time-domain in Figure 3.16 since only time-domain AEC gradient algorithms have been described so far. Of course a frequency-domain update rule for the AEC, e.g. as in [Her05], would be also possible in Figure 3.16. The loudspeaker signal $x[k]$ and the AEC output signal $e_{\text{AEC}}[k]$ are transformed to the frequency-domain to result in $X[\ell]$ as defined in (2.2.15) on page 22 and

\begin{equation}
    e_{\text{AEC}}[\ell] = F_{2L \times 2L} W_{2L \times L}^{01} e_{\text{AEC}}[\ell].
\end{equation}

The echo suppression filter $p[\ell]$ is applied to the matrix

\begin{equation}
    E_{\text{AEC}}[\ell] = \text{diag}\{F_{2L \times L} e_{\text{AEC}}[\ell] + \tilde{I}_{2L \times 2L} F_{2L \times L} e_{\text{AEC}}[\ell - 1]\}
\end{equation}

containing the short-term spectra of the last two blocks of the AEC error signal $e_{\text{AEC}}[k]$, after it has been transformed to the frequency-domain.

\begin{equation}
    e_{\text{AEC},p}[\ell] = G E_{\text{AEC}}[\ell] p[\ell]
\end{equation}
Since the filter $p[\ell]$ is applied in the signal path, it always affects both, the residual echo and the desired signal part. Hence, post-filters always lead to a certain amount of distortion of the desired signal. On the other hand, convergence of post-filters is generally much faster than for AEC filters and, in general, the calculation of the weighting rule is not restricted to system identification [Fal03, FFK⁺08b] since $p[\ell]$ only depends on reliably estimated PSDs of input signal and residual echo as it can be seen from (3.3.11). In the following, a method to obtain the residual echo PSD $\Phi_\hat{\xi}[\ell]$ by means of a so-called REEF $c_{\text{REEF}}[\ell]$ which performs system identification is chosen. In general, various ways exist to obtain $\Phi_\hat{\xi}[\ell]$ also without REEF, however, since the information about the impulse response will be necessary for the LRC algorithms described in Chapters 4 and 5 [GKK05, Kal07, GMK06a], the REEF will be used in the following to calculate an estimate of the residual echo $\hat{\xi}[\ell]$ as input for the AES filter $p[\ell]$.

To obtain an estimate of the residual echo, the system misalignment vector $\tilde{h}[k]$ as defined in (3.1.1) and depicted in Figures 3.2 and 3.3 on page 34f. is the IR that has to be identified by an adaptive filter. For this purpose, a simplified structure to calculate an update rule for the REEF $c_{\text{REEF}}[\ell]$ is shown in Figure 3.17.

![Figure 3.17: Definition of block-error signal $q[\ell]$ for post-filter design in frequency-domain updated by the partitioned frequency block LMS (PFBLMS) algorithm.](image)

To derive an update rule for the REEF, the time-domain block error signal

$$ q[\ell] = e_{\text{AEC}}[\ell] - \hat{\xi}[\ell] $$

is transformed to the frequency-domain by multiplication with $F_{2L \times 2L} W_{2L \times L}^{01}$ including zero-padding as described in (2.2.7) and using the definition of the constraining matrix $G$ in (2.2.21).

$$ q[\ell] = e_{\text{AEC}}[\ell] - G X[\ell] c_{\text{REEF}}[\ell - 1] $$

(3.3.18)
The RLS-like frequency-domain criterion for the optimization of the REEF $c_{\text{REEF}}[\ell]$ can be defined as [Hay02, BM01]

$$J[\ell] = (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} q^H[i] q[i].$$  \hfill (3.3.19)

To find the minimum of the error function in (3.3.19), the gradient [BR72]

$$\nabla_{c_{\text{REEF}}} J[\ell] = 2 \frac{\partial J[\ell]}{\partial c_{\text{REEF}}}$$  \hfill (3.3.20)

$$= 2 \frac{\partial}{\partial c_{\text{REEF}}} (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} (e_{\text{AEC}}[i] - G X[i] c_{\text{REEF}})^H \cdot (e_{\text{AEC}}[i] - G X[i] c_{\text{REEF}})$$  \hfill (3.3.21)

has to be calculated. Using the Wirtinger calculus [Hay02],

$$\frac{\partial c_{\text{REEF}}^*}{\partial c_{\text{REEF}}^*} = I, \quad \frac{\partial c_{\text{REEF}}}{\partial c_{\text{REEF}}^*} = 0,$$  \hfill (3.3.22)

and setting (3.3.21) to zero we obtain

$$0 = 2 (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} \left( -X^H[i] G^H \right) (e_{\text{AEC}}[i] - G X[i] c_{\text{REEF}}).$$  \hfill (3.3.23)

With $G^H G = G$ and $G^H e_{\text{AEC}}[\ell] = e_{\text{AEC}}[\ell]$ (cf. Appendix D.1 and D.2 for proof) we obtain the frequency-domain normal equation

$$\hat{\Phi}_{xx}[\ell] c_{\text{REEF}}[\ell] = \hat{\phi}_{xe}[\ell]$$  \hfill (3.3.24)

with the CPSD vector between loudspeaker signal and AEC error signal

$$\hat{\phi}_{xe}[\ell] = (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} X^H[i] e_{\text{AEC}}[i]$$  \hfill (3.3.25)

and the APSD matrix of the loudspeaker signal

$$\hat{\Phi}_{xx}[\ell] = (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} X^H[i] G X[i].$$  \hfill (3.3.26)
To obtain an iterative update equation, (3.3.25) can be rewritten in its recursive form that can easily be obtained by extracting $\alpha X^H[\ell]e_{AEC}[\ell]$ from the sum in (3.3.25) and reintroducing $\hat{\Phi}_{xe}[\ell - 1]$ to result in (3.3.27). Similarly, (3.3.28) can be obtained from (3.3.26).

\[
\hat{\Phi}_{xe}[\ell] = \alpha \hat{\Phi}_{xe}[\ell - 1] + (1 - \alpha)X^H[\ell]e_{AEC}[\ell] \tag{3.3.27}
\]

\[
\hat{\Phi}_{xx}[\ell] = \alpha \hat{\Phi}_{xx}[\ell - 1] + (1 - \alpha)X^H[\ell]GXX[\ell]. \tag{3.3.28}
\]

In (3.3.27) and (3.3.28), $0 \leq \alpha \leq 1$ is an exponential forgetting factor which is usually chosen close to one for speech PSD estimation. The normalization factor $(1 - \alpha)$ assures an asymptotically unbiased estimate [Bri75, Her05]. Introducing (3.3.24) in terms of $\ell$ and $\ell - 1$ for $\hat{\Phi}_{xe}[\ell]$ and $\hat{\Phi}_{xe}[\ell - 1]$ in (3.3.27) leads to

\[
\hat{\Phi}_{xx}[\ell]c_{REF}[\ell] = \alpha \hat{\Phi}_{xx}[\ell - 1]c_{REF}[\ell - 1] + (1 - \alpha)X^H[\ell]e_{AEC}[\ell] \tag{3.3.29}
\]

where the dependency from $\hat{\Phi}_{xx}[\ell - 1]$ can be eliminated using (3.3.28).

With the definition of the frequency-domain error vector as already defined in (3.3.18), the update equation can be given as

\[
q[\ell] = e_{AEC}[\ell] - GXX[\ell]c_{REF}[\ell - 1] \tag{3.3.30}
\]

\[
c_{REF}[\ell] = c_{REF}[\ell - 1] + (1 - \alpha)M_{REF}[\ell]^{-1}\hat{\Phi}_{xx}[\ell]X^H[\ell]q[\ell] \tag{3.3.31}
\]

The diagonal matrix $M_{REF}[\ell]$ contains the step-size vector on its main diagonal. The theoretical optimum step-size is $M_{REF}[\ell] = 2I$ [Her05], which is decreased in periods of an active near-end signal to decrease adaptation speed of the REEF. For an overview of algorithms for step-size control the interested reader is referred to [MPS00]. For the following simulations a so-called shadow filter approach is applied for step-size control.

Simulation results for the combined system consisting of conventional AEC filter and AES filter are shown in Figure 3.18. The lengths of the AEC filter and the REEF were chosen to $L_{AEC} = 1024$ and $L_{REF} = 2048$, respectively, at a sampling rate of $f_s = 8000$ Hz. Panel (a) of Figure 3.18 shows the echo part $\psi[k] = h[k] \ast x[k]$ contained in the microphone signal in dark grey and the the near-end speaker’s signal $s_n[k]$ in light grey (cf. also Figure 3.16). The captured microphone signal is, thus, the superposition of both signals depicted in panel (a) and the aim of the echo reduction system (cf. Figure 3.14) is to remove the echo, i.e. the far-end speaker’s signal, without affecting the near-end speaker’s signal $s_n[k]$ (light grey). Panels (b) and (c) show the achieved ERLE for AEC filter (dark grey), AES post-filter (medium grey) and the overall system (light grey) and the corresponding
Figure 3.18: Performance of AEC filter and AES post-filter. Near-end signal $s_n[k]$ and echo signal $\psi[k]$ are shown in panel (a). Achieved performance in terms of ERLE and normalized system distance $D_{dB}$ is shown in panels (b) and (c), respectively. Panel (d) shows the post-filter’s transfer function over time and panel (e) the resulting output signal $e_{AEC,PF}[k]$ after processing by AEC filter and AES post-filter.
system distance $D_{\text{dB}}$ of AEC filter (dark grey), REEF (medium grey) and the combines system distance (light grey), respectively. It can be seen from panels (b) and (c) that the echo reduction of the conventional AEC filter is limited and that most of the performance (especially in terms of ERLE) is achieved by the AES filter. Since the evaluation of the ERLE measure and the system distance alone may not be sufficient to assess the performance of the echo reduction system, the AES transfer function in dependence of time and frequency is depicted in panel (d) and the output signal $e_{\text{AEC,p}}[k]$ is shown in panel (e). After initial convergence, the echo part is reduced by the AEC/AES system while the desired signal, i.e. the near-end speaker’s signal $s_n[k]$, is transmitted without being affected too much. As visible from the system distances in panel (c), the REEF converges much faster than the conventional AEC despite its higher filter order.

![Figure 3.19: System distance of AEC and REEF.](image)

Figure 3.19 compares the system distance vectors after a certain period of filter convergence. It is obvious that the system identification capability of the REEF is higher due to its higher filter order ($L_{\text{REEF}} > L_{\text{AEC}}$). In the following chapters a quickly converging system identification of sufficient quality is essential for RIR equalization. The developed structure is capable to archive the desired performance and is already designed to be integrated into the block-frequency LRC filters which will be developed in the next chapters.
3.4 Chapter Summary

This chapter introduced different algorithms for acoustic echo cancellation that will be combined in Chapter 5 with the algorithms for listening-room compensation introduced in the following chapter. Algorithms for LRC need knowledge about the RIR which can be obtained by the AEC approaches described in this chapter. However, RIR estimates obtained by AEC filters or AES post-filters always are erroneous, e.g. due to the AEC tail-effect. AEC filters suffer from slow convergence, especially for long RIRs. The discussed AES filters converge faster, however still do not lead to a perfect system identification. Effects of these practical limitations of AEC and AES filters on the LRC sub-systems will thus be analyzed in the following chapters.

For the system identification of equalized systems, the discussed proportionate update schemes (cf. Section 3.2.2) seem to be particularly suited [GXJ+11]. A thorough evaluation of these algorithms for system identification of equalized IRs will be the topic of Chapter 5, as well as the use of the described conventional AECs [GKMK08d] and post-filters (cf. Section 3.3).
Chapter 4

Dereverberation by Listening-Room Compensation

Reverberation occurs naturally in enclosed spaces such as offices or living rooms due to multi-path propagation of the sound signal from the acoustic source to the microphone (cf. Figure 2.2 (a) on page 10). Reverberant speech can be described as sounding distant characterized by colouration and echo [NG05]. If a sound signal is transmitted in a reverberant environment, reflections at walls, ceiling and floor change the perceived sound signal in amplitude as well as in phase [RK00] (cf. also Figures 2.3 and 2.4 on pages 12f.). This influence can be described by the room impulse response (RIR) which can be modelled by a linear finite impulse response (FIR) system [Kut00] (cf. Section 2.1.1). Although humans are used to a moderate amount of reverberation, higher amounts of reverberation lead to a decreased speech intelligibility in hands-free scenarios [All82, Ber80, Hän92, IEC98] as it can be typically observed e.g. from speech signals in a church or gymnasium. In music signal processing, adding reverberation may be advantageous but as far as speech communication is concerned whose aim usually is to transmit information unaffectedly, removing reverberation from the speech signal and, hence, restoring the original, non-reverberant signal normally is desired.

In general, two distinct dereverberation classes exist, viz. reverberation suppression and reverberation cancellation. Reverberation suppression approaches focus on removing the reverberant part of the speech signal by cal-
calculating a spectral weighting rule for each time-frequency coefficient similar to well-known approaches for noise reduction [Hab07, PN10]. Reverberation cancellation approaches remove the influence of the acoustic channel between the sound source and the listener by equalizing the corresponding RIR. Knowledge about the RIR can be obtained either by means of blind [YHC05] or non-blind [GKM08d, EN89, Mou94] channel/system identification. Furthermore, filters for dereverberation of a speech signal can be applied at two different positions in a hands-free scenario aiming at dereverberation of either the microphone signal $y[k]$ which is a reverberant version of the near-end speaker’s signal $s_n[k]$ or the far-end speakers signal $s_f[k]$ as it should be perceived at the position of the near-end listener. Filters that can be used for dereverberation were already shown in Figure 1.2 on page 2, denoted there as post-filter and equalizer. A filter $c_{EQ}[k]$ aiming at the removal of reverberation from the microphone signal $y[k]$ to provide a dereverberated signal to the far-end listener either by reverberation suppression or by reverberation cancellation is depicted in Figure 4.1.

![Figure 4.1: Dereverberation of the near-end speaker’s signal $s_n[k]$.](image)

Since neither the non-reverberant signal $s_n[k]$ nor the RIR between the speaker and the microphone are known, reverberation suppression and reverberation cancellation as depicted in Figure 4.1 usually leads to a blind estimation problem. Please note that the RIR between the near-end user’s signal $s_n[k]$ and the microphone is time variant if the user moves and that an IR identification filter may estimate not only the RIR but also the mouth-room-impulse response if this impulse response is identified blindly. Here, the IR part corresponding to the human speech production system, i.e. the vocal tract, of course must not be equalized by the filter $c_{EQ}[k]$.

In contrast to the dereverberation of the microphone signal $y[k]$, also dereverberation of the far-end speaker’s signal $s_f[k]$ can be desired aiming at a non-reverberant signal at the position of the near-end listener as depicted in Figure 4.2. Since for this approach the influence of the RIR $h[k]$ between loudspeaker and near-end listener has to be cancelled by equaliza-
tion, this reverberation cancellation approach is known as listening-room compensation (LRC). For LRC, the equalizer is applied to the signal that is emitted by the loudspeaker such that the influence of reverberation on the perceived signal is reduced at the position of a reference microphone where the near-end listener is assumed to be located. In order to compute the equalizer, knowledge of the RIR is required, which, in the context of LRC, is often obtained using non-blind system identification [GKMK08d, EN89, Mou94].

Although mathematically both structures in Figures 4.1 and 4.2 are equivalent at a first glance regarding the problem of reverberation cancellation, they behave differently in real-world systems considering imperfect channel knowledge, noise disturbances or spatial mismatch regarding assumed locations of microphones, loudspeakers and system users. The structure in Figure 4.2 naturally does not allow for reverberation suppression since the filter is located in front of the acoustic channel and reverberation suppression approaches usually only influence the magnitude of the signal spectrum.

This thesis focuses on the problem of LRC while reverberation suppression as well as blind reverberation cancellation as depicted in Figure 4.1 is out of the scope of this thesis. The interested reader is referred to the literature, e.g. [Hab07, HE08, PN10] and the references therein.

The problem of LRC is similar to pre-equalization approaches for data transmission used in mobile communications [WK03, Kam94, FM73]. Unfortunately, approaches developed for data transmission are only partly applicable since acoustic channels are generally of much higher length than those of e.g. discrete multitone (DMT) or orthogonal frequency division multiplexing (OFDM) systems [MYR96, KM05a] and sending training sequences via the acoustic channel is practically not feasible.

Algorithms for acoustic LRC try to reconstruct the non-reverberant signal $s_f[k]$ at the position of a reference microphone by designing an equalization
filter $c_{EQ}[k]$ as depicted in Figure 4.3 aiming at reconstruction of the non-reverberant signal $s_f[k]$ at the position of the reference microphone where the human listener is assumed to be located. A detailed description of LRC approaches will be given in Section 4.3. Since in real-world systems the user of the system, or more precisely his or her ears that receive the sound, generally will be located in a certain spatial distance from the reference microphone(s), spatial robustness issues will be discussed in Section 4.4.2.

4.1 Literature Survey on Speech Dereverberation

In the following, a brief literature survey on different techniques for dereverberation of speech signals will be given, without claim of completeness, since there is an enormous and still growing number of relevant contributions that could be considered. However, the following survey hopefully provides a basic overview about the possibilities for removing reverberation from speech signals and provides the possibility to class the following work on LRC into the broader field of dereverberation research.

4.1.1 Inverse Filtering

Since the influence of the RIR can be modelled by a convolution with a linear FIR system [Kut00], the most straightforward dereverberation approach is deconvolution by the inverse system of the RIR [NA79]. Unfortunately, room impulse responses are, in general, mixed-phase systems having thousands of zeros inside and outside the unit circle in the $z$-domain (cf. Section 2.1.6). Thus, only their minimum-phase part can be inverted by a stable causal filter [NA79, RK00]. By allowing an additional delay, the causality may be guaranteed also if the maximum-phase part of the RIR is taken into account and the inversion may be done by least-squares approaches or homomorphic filtering [MCH82, OS89, Mou94]. However, it depends on
the specific application, whether the delay introduced is acceptable (cf. also Section 4.4.1). Furthermore, zeros of the RIR close to the unit circle in $z$-domain lead to deep dips in the corresponding RTF (cf. Figure 2.3 on p. 12) which have to be compensated by high peaks in the transfer function of the equalization filter, i.e. a high amount of energy has to be spent for amplification of single frequencies.

The direct inversion of RIRs is only valid for the specific RIR for which an equalizer is calculated for. Thus, it depends on the exact position of sound source and sound pick-up. Unfortunately, it is very error-prone in relation to changes in the acoustic environment. Spatial restrictions have been investigated e.g. in [Mou85, RWK99, RWK00, GKMK08c], and it has been shown that when inverting an RIR, small deviations in relation to the positions of source and microphone lead to severe loss in quality (cf. also Section 4.4.2 for analysis of spatial robustness). To tackle this issue clustering of all possible RIRs by means of vector quantization has been proposed in [Mou94] aiming at the inversion of the spatially closest RIR available. However, the effort for measuring and grouping of all RIRs for any source-microphone combination for each region is extremely high and, thus, impracticable. In [MP91, HMK94, HMK97] the assumption is made that common acoustical poles that correspond to resonance properties of a RTF will only change little, when changing the positions of source and microphone. However, this assumption does not hold for general case as described in [RWK00].

Another problem in practice is that many authors assume perfect knowledge of the room impulse response to calculate the inverse. However in real systems the RIR has to be identified either by gradient algorithms [EN89, ZKN08, GKMK08d, GKMK08b] or by measuring [BA83, RV89b, Van94] and, hence, usually the identified RIR differs from the true one. Therefore, approaches that incorporate a regularization parameter in the filter design [HDM07, GKMK08d] (cf. also Section 4.4.2), the use of a truncated singular value decomposition approach [NTSS04] or only partly inverting the acoustic channel [KD12] have been proposed. Sections 4.4.2 and 4.5 of this thesis will focus on the influence of non-perfect RIR estimates.

### 4.1.2 Multi-channel Inverse Filtering

Exploiting spatial diversity by using multiple loudspeakers and multiple microphones can increase the performance of the equalizer as well as the spatial robustness. For that reason the inverse filtering approach [NA79] was extended in [MK86] to a single input multiple output (SIMO) system using one loudspeaker and several reference microphones. By this, parallel equalization for spatially separated microphone positions is achieved result-
ing in higher spatial robustness [GKMK08c, GKMK08b]. In [MK88] this approach is extended to multiple input single output (MISO) systems and the general case of multiple input multiple output (MIMO) systems (cf. also Section 4.4.3). For MIMO systems several loudspeakers and microphones are placed at different spatial positions. This approach is known as multiple input/output inverse theorem (MINT) and allows the exact inversion of RIRs if the assumption holds that their \( z \)-transforms do not have common zeros [MK88, Wan95]. However, exactly this requirement leads to problems in practical systems because common RIRs have lengths of several thousand coefficients and have thousands of zeros that are very close to each other (cf. Figure 2.7 on page 17). Thus, the probability of joint or closely spaced zeros is very high [GBN05, LGN06, KLN08].

4.1.3 Equalization

Methods for LRC that are based on minimum mean squared error (MMSE) approaches are better suited for practical applications for dereverberation [EN89, NOBH95, Ged98, KN99, KNHOb98, Fie01, GKMK08b]. They are at least partly able to prevent the problems of the previously described deconvolution approaches by means of direct RIR inversion. MMSE approaches minimize the Euclidean distance between a given desired system and the overall impulse response of the concatenated system of RIR and equalizer filter (cf. Section 4.4). The desired system usually is a delayed impulse, band-pass or high-pass [GKMK08c] (cf. also Section 4.4.1 for a proper choice of this delay). In [EN89], a concept for adaptive MMSE equalization of several selected discrete points in space is presented.

The human auditory system is capable to jointly perceive the influence of the first 50 ms of an IR. Energy arriving within 50 ms increases intelligibility of speech signals while energy that arrives later than 50 ms decreases speech intelligibility [ISO97] since it is perceived as reverberation. The definition measure \( D_{50} \) as defined in (A.1.1) is capable to predict speech intelligibility by calculating the ratio of the energy of an impulse response within the first 50 ms to its total energy. Therefore, methods for RIR shortening to a limit of 50 ms are investigated in [KM05c, KM05b] and are extended to the more general approach of RIR shaping in [KM06, GKMK08c, MKM09b, MMK10]. Some of these approaches have been adapted from research in the field of mobile communications [FM73, Kam94, Mer99, SK00, AD01, Mer01, Sch01, WK03, Wüb06]. However, while typical radio channels can be modelled with a few coefficients [Kam08], typically several thousand coefficients are required for RIRs [BDH+99]. Furthermore, for mobile communication systems assumptions
about the signal statistics of the transmitted data like stationarity or Gaussianity may be made [Wüb06] while speech signals are non-stationary and highly correlated, in general. Furthermore, short-term statistics of speech are unknown, in general [VM06]. A further problem of RIR shortening, e.g. by simply optimizing objective measures such as the time-domain $D_{50}$ measure, is that this procedure not necessarily leads to a better listening experience as reported in [KM05b], due to possible spectral distortions [JMGMI11]. Thus, masking effects of the human auditory system [Fie01] should be considered that ensure a perceptually acceptable result [MMK10, JMGMI11]. Outside the influence-length of an equalization filter or an impulse-response shortening filter, an increase in energy that becomes annoyingly perceivable may occur [GAK10, GAR10b]. This is due to the fact that late parts of the resulting equalized impulse response are no longer covered by temporal masking of the human auditory system [TO88, OT89, ZF99, Fie01, BMB01] and cause additional reverberation. A shaping of the impulse response to its approximately exponentially decaying character is, thus, preferable to the simple shortening [MMK10].

If perfect equalization of a given transfer function is desired, in other words the overall transfer function has to result in a flat frequency response, deep dips in the room transfer function caused by zeros close to the unit circle in $z$-domain have to be compensated by large peaks in the equalizer’s transfer function. Therefore, a large amount of energy has to be spent for the equalization filter at those frequency points. Thus, e.g. [KNH98, KN99, KRF99] proposed a regularization of the equalizer design to avoid unnecessarily high transmission power [HDM07, GKM08d, KGD12a, KGD13b].

### 4.1.4 Dereverberation by Means of Spatial Filtering

Beamforming microphone arrays [MM80, GZ91, VM06] and their extensions by multi-channel post-filters [e.g., BS01, SBM01, GMK06a, RGH08a] are common approaches to exploit spatial information by spatially sampling a given sound field. They are commonly used for reduction of ambient noise, estimation of direction of arrival of a specific acoustic signal [e.g., KC76, Dob06, GRH08, Roh08] or for reducing spatial interferences. Only signal components impinging from the assumed direction of arrival are added in phase by beamformers, while signal components from other directions are damped. Thus, besides the capability of microphone arrays to spatially separate sound sources also a certain degree of dereverberation can be achieved by beamforming and spatial post-filtering [CMS96, AG97, GSO98, SLS01, DM01, BM03, HBCG09, HBG99]. Beamforming is a robust method to dereverberate signals even in environments
with high ambient noise since the transfer function of a beamformer can be designed based on the desired direction of sound arrival only. Moreover, common beamforming algorithms are easy to implement.

Most adaptive post-filters, which are capable to significantly improve the noise reduction capabilities of conventional beamformers [SBM01] only marginally contribute to dereverberation of a speech signal. Such algorithms were originally evaluated in [ABB77] and [BC82] for a 2-microphone setup. The reason for the poor capability to reduce reverberation is the strong correlation of the signal parts arriving at the microphones via the direct path and the early reflections of the RIR [CMS96, CMS98]. It should be noted that the previous statement is restricted to the class of post-filters evaluated in [ABB77] and [BC82] and that post-filters in general are capable to significantly contribute to dereverberation suppression if they are designed accordingly [Hab07].

It should be mentioned here that beamforming approaches, unlike the discussion in previous sections, dereverberate the signal of the near-end speaker that is picked up by the microphones. Thus, they aim at dereverberation of the near-end speaker’s signal for the far-end listener. Since beamformers rely on information about the direction of the desired source that is unknown a priori and has to be estimated [e.g., KC76, Dob06, GRH+08, Roh08], they can be considered as partly blind approaches.

### 4.1.5 Blind Dereverberation Approaches

Various approaches exist for the problem of blind dereverberation [AG97, BM03, Hab07, Hab08, PN10], e.g. by changing the prediction error signal [YM00, GB01c, BYR02, NG03, GA03] of a predictor filter or by exploiting the harmonic structure of speech [NM03, TNK03, TNM06]. Blind dereverberation is still a topic of active current research [Hab07, HCGS08, HE08, PN10] and will not be within the scope of this thesis.

### 4.1.6 Combined Approaches for Dereverberation and Suppression of other Disturbances

A 2-microphone system for joint suppression of echo, noise and reverberation was proposed in [MV93, MV94]. For that purpose a filter for suppression of noise and reverberation in the signal path is combined with a conventional AEC filter (cf. Section 3.2). As already mentioned before, such post-filters that were originally proposed for noise reduction only remove the uncorrelated parts of the reverberation [SBM01, GMK06b].
Contributions [SKR03a, SKR03b, SBR04c, SBR04a, SBR04b, SRR05] propose an approach for room equalization in combination with wave-field synthesis (WFS). This approach is extended in [BSKR02] to a system consisting of acoustic echo canceller, beamformer and room equalization for WFS [BdV93, SBR04c]. A further extension of the proposed WFS system is described in [HBK04, BSK04] that provides the possibility to reduce the number of AEC filter coefficients and, by this, exploits synergies between the echo cancellation and the WFS sub-system.

Further work on combination of dereverberation and noise reduction can be found in [DM01] and the combination of AEC and dereverberation suppression is tackled e.g. in [Hab07, Hab08, HCGS08]. The combination of AEC and LRC [GKMK07, GKMK08c, GKMK08b, GKMK08a, GKMK08d, GKMK09, GXJ+11] will be main topic of this thesis and will be discussed in Chapter 5.

4.2 Subjective and Objective Assessment of Quality for LRC algorithms

Whenever signal processing strategies change a signal e.g. to enhance speech quality, speech intelligibility, listening effort, etc., the question arises how to assess the achieved enhancement. Among the given examples speech intelligibility can be assessed by standardized listening tests [Wag03, WWB07]. However, an unambiguous rating for *speech quality* is much harder to obtain since the perceived quality may depend heavily on the listener and his or her subjective definition of a good quality. Generally, either subjective listening tests or technical measures can be applied to assess an enhancement. In the following, the term *subjective* denotes all test methods that involve subjects (human listeners) while quality assessment by means of technical measures is denoted by the term *objective*. During subjective listening tests human listeners are asked for their preferences. These tests lead to reliable assessment of quality if a large number of representatively chosen subjects are interviewed and the test itself is set up properly. However, subjective listening tests may depend on the experience of the subjects, are time-consuming, and costly. Ideally, phonetically balanced speech material produced by different speakers has to be used. Especially for national and international standardization processes subjective listening tests lead to huge efforts in terms of time and money. Thus, especially during development of algorithms, technical measures are needed which at least should give a basic idea of the amount of enhancement. Technical measures lead to a reproducible rating and, thus, are called objective measures. Techni-
ical measures may also be used as target functions for adaptive algorithms [RHK06], however, this topic will not be addressed in this thesis. One major goal of this section is to identify technical measures that assess algorithms for LRC without subjective rating by humans, e.g. like the system distance that is commonly used for objective rating of acoustic echo cancellation algorithms (cf. Section 3.1). For LRC still not the one objective measure exists and to find technical measures that lead to the same conclusions as subjective rating, i.e. a high correlation between objective and subjective ratings, is still subject to research.

A basic schematic for the identification of a proper enhancement measure is depicted in Figure 4.4. Usually a distorted signal, which is the reverberant signal in our case, is processed by an algorithm aiming at a certain enhancement and leading to the equalized signal or equalized channel. As already stated, the processed signal now either can be assessed by subjects or by an objective measure. Some objective measures are not based on the output signal of the algorithm but on the equalized impulse response or transfer function (channel). Thus, objective measures are classified as signal-based or channel-based in the remainder of this work.

![Figure 4.4: Quality assessment by means of subjective and objective testing.](image)

If humans are asked for their opinion about the quality of a specific sound sample they are able to assess the quality based on an internal reference.
This reference is created throughout their life while listening to various sounds and allows the subject to distinguish between good quality and bad quality. However, most technical algorithms for objective quality assessment need an additional reference, which usually is the undistorted signal. Those measures are called intrusive measures while algorithms that perform a rating without additional reference signal are called non-intrusive. Since objective measures have to be determined that assess performance of dereverberation algorithms in the same manner as humans do, the correlation between the subjective and objective ratings is determined for each objective measure by the Pearson product-moment correlation coefficient (PPMCC) [RN88]

\[ r_{\text{corr}} = \frac{\sum_i (a_i - \bar{a})(b_i - \bar{b})}{\sqrt{\sum_i (a_i - \bar{a})^2 \sum_i (b_i - \bar{b})^2}}, \]  

(4.2.1)

where \(a_i\) and \(b_i\) are the subjective and objective ratings on a specific sound sample and \(\bar{a}\) and \(\bar{b}\) the respective mean values.

While objective quality assessment for acoustic echo cancellation is quite common and leads to easily interpretable results (cf. Section 3.1), a reliable and meaningful quality assessment e.g. for noise reduction is already harder to obtain, however possible [RHK06, Roh08]. While several commonly accepted quality measures exist to assess the performance of noise reduction algorithms or acoustic echo cancellers, the assessment of dereverberation algorithms is still an open issue and topic of current research [NG05, WGH+06, WN06, Hab07, Loi07, WN07, FC08, Fal08, GAK+10, ARG10, GAR+10b]. Often quality measures for dereverberation are adopted from the research field of noise reduction. To determine quality measures that meaningfully assess quality of LRC algorithms, several measures that are assumed to be capable to assess quality of LRC approaches are compared to subjective ratings in the following. All measures can roughly be divided in two classes: Measures that are based on the (i) impulse response or the transfer function of a system (channel-based measures) and (ii) measures that are based on signals. Generally, for LRC algorithms as well the LRC filter’s impulse response vector

\[ c_{\text{EQ}} = [c_{\text{EQ},0}, c_{\text{EQ},1}, \ldots, c_{\text{EQ},L_{\text{EQ}}-1}]^T \]  

(4.2.2)

of length \(L_{\text{EQ}}\) as the RIR coefficient vector

\[ h = [h_0, h_1, \ldots, h_{L_h-1}]^T \]  

(4.2.3)
of length $L_h$, and, hence, also the IR of the equalized system

$$v = [v_0, v_1, \ldots, v_{L_v-1}]^T$$

$$= H_{CM} \cdot c_{EQ}$$

of length $L_v = L_h + L_{EQ} - 1$ are available during simulations. In (4.2.5)

$$H_{CM} = \text{convmtx}\{h, L_{EQ}\}$$

$$= \begin{bmatrix}
  h_0 & h_1 & \ldots & h_{L_h-1} & 0 \\
  \vdots & \vdots & \ddots & \vdots & \vdots \\
  0 & h_0 & h_1 & \ldots & h_{L_h-1}
\end{bmatrix}^T$$

denotes the channel convolution matrix of size $L_h + L_{EQ} - 1 \times L_{EQ}$. It will be shown in the following that measures based on RIRs lead to high correlations with subjective rating, cf. also [GAK+10, GAR+10b]. However, if gradient algorithms (cf. [GKMK08b] and Section 4.5) are used to avoid computational complex matrix inversions, e.g. as in (4.4.6), or to track time-varying environments, or if the effect of the dereverberation algorithm cannot be characterized in terms of a linear time-invariant (LTI) impulse response, e.g. as in [GB99, YM00, Hab07], the necessary impulse responses of the room or the filter may not be accessible or it may be inappropriate to apply those measures [NGH10]. Such situations restrict the number of applicable measures to those based on signals. Whenever a proper RIR is not available, the objective rating has to rely on the signals only. In such situation most technical measures fail to assess LRC algorithms. Only such measures that apply a proper model of the human auditory system show high correlations with subjective ratings.

The remainder of this section is organized as follows. Channel-based and signal-based objective quality measures that are used in the literature to assess the quality of LRC or reverberation suppression approaches are listed in Tables 4.1 and 4.2, respectively. A more detailed definition and discussion of these measures can be found in Appendix A (cf. detailed references in Tables 4.1 and 4.2). To identify measures that are highly correlated to subjective ratings of humans, subjective listening tests are conducted that are described in Section 4.2.1 and the corresponding correlation analysis is presented in Section 4.2.2.

### 4.2.1 Subjective Listening Tests

For the subjective listening tests, reverberant speech samples were calculated by first convolving room impulse responses generated by the image
4.2 Assessment of Quality for LRC

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Objective Quality Measure</th>
<th>Section (page)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D\textsubscript{50}, D\textsubscript{80}</td>
<td>Definition</td>
<td>A.1.1 (p. 162)</td>
</tr>
<tr>
<td>C\textsubscript{50}, C\textsubscript{80}</td>
<td>Clarity Index</td>
<td>A.1.2 (p. 163)</td>
</tr>
<tr>
<td>CT</td>
<td>Center Time</td>
<td>A.1.3 (p. 164)</td>
</tr>
<tr>
<td>DRR</td>
<td>Direct to Reverberation Ratio</td>
<td>A.1.4 (p. 165)</td>
</tr>
<tr>
<td>VAR</td>
<td>Spectral Variance</td>
<td>A.1.5 (p. 165)</td>
</tr>
<tr>
<td>SFM</td>
<td>Spectral Flatness Measure</td>
<td>A.1.6 (p. 167)</td>
</tr>
</tbody>
</table>

**Table 4.1:** Channel-based objective quality measures.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Objective Quality Measure</th>
<th>Section (page)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSRR</td>
<td>Segmental Signal to Reverberation Ratio</td>
<td>A.2.1 (p. 168)</td>
</tr>
<tr>
<td>FWSSRR</td>
<td>Frequency Weighted SSRR</td>
<td>A.2.2 (p. 169)</td>
</tr>
<tr>
<td>WSS</td>
<td>Weighted Spectral Slope</td>
<td>A.2.3 (p. 170)</td>
</tr>
<tr>
<td>ISD</td>
<td>Itakura-Saito-Distance</td>
<td>A.2.5 (p. 171)</td>
</tr>
<tr>
<td>CD</td>
<td>Cepstral Distance</td>
<td>A.2.5 (p. 172)</td>
</tr>
<tr>
<td>LAR</td>
<td>Log Area Ratio</td>
<td>A.2.5 (p. 172)</td>
</tr>
<tr>
<td>LLR</td>
<td>Log Likelihood Ratio</td>
<td>A.2.5 (p. 171)</td>
</tr>
<tr>
<td>LSD</td>
<td>Log Spectral Distortion</td>
<td>A.2.4 (p. 170)</td>
</tr>
<tr>
<td>BSD</td>
<td>Bark Spectral Distortion</td>
<td>A.2.6 (p. 172)</td>
</tr>
<tr>
<td>OMCR</td>
<td>Objective Measure of Colouration in Reverberation</td>
<td>A.2.6 (p. 184)</td>
</tr>
<tr>
<td>RDT</td>
<td>Reverberation Decay Tail Measure</td>
<td>A.2.6 (p. 179)</td>
</tr>
<tr>
<td>SRMR</td>
<td>Speech to Reverberation Modulation Energy Ratio</td>
<td>A.2.6 (p. 186)</td>
</tr>
<tr>
<td>PSM, PSM\textsubscript{t}</td>
<td>Perceptual Similarity Measure</td>
<td>A.2.6 (p. 190)</td>
</tr>
<tr>
<td>PESQ</td>
<td>Perceptual Evaluation of Speech Quality</td>
<td>A.2.6 (p. 189)</td>
</tr>
</tbody>
</table>

**Table 4.2:** Signal-based objective quality measures.

method [AB79] for a room having a size of 6 m × 4 m × 2.6 m (length × width × height) with male and female utterances. Please note, that in addition to artificially generated RIRs also measured RIRs were used in parallel and no dependancy on artificial vs. measured RIR could be identified for the following results. Thus, only the results for artificially generated RIRs are shown in the following. The distance between sound source and microphone was approximately 0.8 m. Room reverberation times were approximately $\tau_{60} \approx \{500, 1000\}$ ms corresponding to normal and somewhat larger office
environments. Within this thesis several LRC approaches will be discussed in Sections 4.3 to 4.7 that have different impact on the processed signal. Four different LRC approaches were chosen to be applied to the reverberant speech samples that are named in Table 4.3. The LRC approaches will be discussed later in Sections 4.3 to 4.7 in more detail.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description of method</th>
</tr>
</thead>
<tbody>
<tr>
<td>LS-EQ</td>
<td>Least-squares equalizer according to (4.4.6)</td>
</tr>
<tr>
<td>WLS-EQ</td>
<td>Weighted least-squares equalizer according to (4.6.9) with window function according to (4.6.1), $\alpha = 0.8$</td>
</tr>
<tr>
<td>ISwPP</td>
<td>Impulse response shaping (IS) according to (4.7.6) with post-processing (PP) (cf. Sec. 4.7.1) [KM06]</td>
</tr>
<tr>
<td>ISwINO</td>
<td>Impulse response shaping (IS) with infinity-norm optimization (INO) according to [MMK10]</td>
</tr>
</tbody>
</table>

**Table 4.3:** Different LRC approaches and the corresponding acronyms.

To generate the dereverberated speech samples that later were presented to the subjects, the reverberant speech samples were convolved with the equalization filters $c_{\text{EQ}}$ calculated by the different algorithms listed in Table 4.3. Filter lengths of these equalizers were $L_{\text{EQ}} = \{1024, 2048, 4096, 8192\}$ at a sampling rate of 8000 Hz.

From all generated speech samples, 21 audio samples were chosen which represented a wide variety of acoustic conditions and possible distortions. These audio samples had a length of 8 s and were scaled to have the same root-mean-squares (RMS) value. Properties of the sound samples and the selected systems are depicted in Appendix B and an audiovisual presentation of the samples and the corresponding systems can be found in [GAR10a]. They were presented diotically to 24 normal-hearing listeners via headphones (Sennheiser HD650) in quiet and in random order. A graphical user interface (GUI) for the subjective listening test was developed based on ITU recommendations [ITU96, ITU03] (with slight differences) asking to assess the attributes *reverberant, coloured/distorted, distant* and *overall quality* on a continuous 5-point *mean opinion score (MOS)* scale as shown in **Figure 4.5**. Before the subjective test, the human listeners had to make themselves familiar with the test material in a three-step training period. First, all audio samples had to be listened to in random order to build internal references and anchors. After this, the listeners’ attention regarding the dimensions *reverberation* and *colouration* was trained by presenting the audio samples again ordered according to this dimensions as shown in **Figure 4.6**.
4.2 Assessment of Quality for LRC

Figure 4.5: Speech quality evaluation of the first audio sample for the attributes \textit{reverberant}, \textit{coloured/distorted}, \textit{distant} and \textit{overall quality}.

Figure 4.6: Training phase 2 aiming at distinction of two dimensions \textit{reverberation} and \textit{colouration}.

After this, in a third training phase three different sound samples were presented that were chosen to represent a sample of each, \textit{very good}, \textit{medium} and \textit{very bad} quality to generate internal anchors. After this training period the 21 sound samples were presented. No further (hidden) anchors were used.
during the listening tests. Training and listening could be repeated as often as desired. The subjective ratings of all sound samples will be presented in Section 4.8 with focus of comparing the different LRC algorithms described in the following Sections 4.4 to 4.7. In the following of this section, only an analysis of the subjective test itself, the chosen attributes and the correlation to objective quality measures will be presented.

For the algorithms under test, it was expected that attributes *reverberant* and *distant* would lead to similar results. Since for LRC algorithms frequency distortion is perceptually much more prominent than what usually is understood as colouration, the listeners were asked to assess colouration/distortion as one spectral attribute. This leads to the fact that common measures that were designed to assess colouration may not correlate well to the subjective data. However, these distortions dominate the spectral perception of subjective quality.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Coloured/distorted</th>
<th>Distant</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reverberant</td>
<td>0.44</td>
<td>0.91</td>
<td>0.94</td>
</tr>
<tr>
<td>Coloured/distorted</td>
<td>-</td>
<td>0.29</td>
<td>0.66</td>
</tr>
<tr>
<td>Distant</td>
<td>-</td>
<td>-</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 4.4: Inter-attribute correlations.

Table 4.4 shows the inter-attribute correlations for the given set of speech samples. As expected, the attributes *reverberant* and *distant* show high inter-attribute correlation although the attribute *distant* leads to a higher inter quartile range (IQR) (cf. results in Section 4.8). Furthermore, the correlation between the attributes *overall quality* and the attributes *distant* as well as *reverberant* is high. Thus, the perceived audio quality is strongly influenced by reverberation (including late reverberation).

### 4.2.2 Correlation Analysis

In the following the correlations between subjective ratings and objective measures are presented. The correlations of subjective rating for the four attributes and the channel-based objective measures are shown in Table 4.5 while correlations with signal-based objective measures are shown in Tables 4.6 and 4.7.

For each objective measure, correlations with the subjective ratings are shown for the case that all LRC approaches of Section 4.3 are considered (Method: All EQs) and for the case that only one LRC approach is used. For the latter case no correlation was calculated for the impulse-response.
<table>
<thead>
<tr>
<th>Measure</th>
<th>Method</th>
<th>Reverberant</th>
<th>Col./dist.</th>
<th>Distant</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>D50</td>
<td>All EQs</td>
<td>-0.86</td>
<td>-0.63</td>
<td>-0.94</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.71</td>
<td>-0.33</td>
<td>-0.79</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.94</td>
<td>-0.73</td>
<td>-0.99</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.94</td>
<td>-0.61</td>
<td>-0.94</td>
<td>0.93</td>
</tr>
<tr>
<td>D80</td>
<td>All EQs</td>
<td>-0.9</td>
<td>-0.5</td>
<td>-0.91</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.73</td>
<td>-0.31</td>
<td>-0.82</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.94</td>
<td>-0.59</td>
<td>-0.98</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.85</td>
<td>-0.55</td>
<td>-0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>C50</td>
<td>All EQs</td>
<td>-0.93</td>
<td>-0.67</td>
<td>-0.94</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.78</td>
<td>-0.32</td>
<td>-0.85</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.96</td>
<td>-0.76</td>
<td>-0.98</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.98</td>
<td>-0.58</td>
<td>-0.96</td>
<td>0.93</td>
</tr>
<tr>
<td>C80</td>
<td>All EQs</td>
<td>-0.93</td>
<td>-0.61</td>
<td>-0.89</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.8</td>
<td>-0.3</td>
<td>-0.86</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.98</td>
<td>-0.69</td>
<td>-0.99</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.92</td>
<td>-0.54</td>
<td>-0.9</td>
<td>0.88</td>
</tr>
<tr>
<td>CT</td>
<td>All EQs</td>
<td>0.85</td>
<td>0.61</td>
<td>0.93</td>
<td>-0.91</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.91</td>
<td>0.29</td>
<td>0.94</td>
<td>-0.95</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.86</td>
<td>0.79</td>
<td>0.96</td>
<td>-0.97</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.97</td>
<td>0.67</td>
<td>0.98</td>
<td>-0.97</td>
</tr>
<tr>
<td>DRR</td>
<td>All EQs</td>
<td>0.24</td>
<td>-0.1</td>
<td>0.18</td>
<td>-0.13</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.77</td>
<td>-0.33</td>
<td>-0.83</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.4</td>
<td>-0.86</td>
<td>-0.6</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.25</td>
<td>-0.69</td>
<td>-0.27</td>
<td>0.36</td>
</tr>
<tr>
<td>VAR</td>
<td>All EQs</td>
<td>-0.03</td>
<td>0.37</td>
<td>0.23</td>
<td>-0.16</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.62</td>
<td>0.42</td>
<td>0.71</td>
<td>-0.69</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.69</td>
<td>0.81</td>
<td>0.84</td>
<td>-0.88</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.6</td>
<td>0.46</td>
<td>0.61</td>
<td>-0.65</td>
</tr>
<tr>
<td>SFM</td>
<td>All EQs</td>
<td>0.13</td>
<td>-0.27</td>
<td>-0.13</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.69</td>
<td>-0.38</td>
<td>-0.77</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.71</td>
<td>-0.82</td>
<td>-0.86</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.88</td>
<td>-0.66</td>
<td>-0.88</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table 4.5: Correlations $r_{corr}$ of mean opinion score (MOS) values of subjective ratings and channel-based objective measures (maxima are indicated in boldface).
shaping approach based on infinity-norm optimization because the number of sound samples was too low for a reliable correlation analysis. The highest correlation for each attribute and approach is highlighted in boldface in the tables.

The reason for additionally calculating correlations for each LRC approach separately is exemplarily illustrated in Figure 4.7 for the spectral flatness measure (SFM) (cf. also Appendix A.1.6).

**Figure 4.7:** Correlations of subjective ratings (MOS for listening quality (subjective), MOS-LQS) and spectral flatness measure (SFM) for all four attributes.

The SFM shows much higher correlation to the MOS values of the subjective test data when a single rather than all LRC approaches are considered. However, the time-domain channel-based measures in Table 4.5 show consistent correlations for all LRC approaches. The interested reader is referred to Appendix C for an overview of all correlation patterns. It can be seen from Table 4.5 that the time-domain channel-based objective measures show high correlation with the subjective data for the attributes...
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reverberation, distance and overall quality (with the exception of the DRR measure). The frequency-domain channel-based measures VAR and SFM show much lower correlation. However, as stated before, they may show somewhat higher correlation for single LRC approaches such as SFM for the WLS-EQ. In general, and this is also true for the signal-based measures (cf. Table 4.6), only low correlation was obtained with the attribute coloured/distorted for all measures. An explanation for this finding may be that the source-receiver distance for our experiment (0.8 m) is larger than the critical distance (cf. Section 2.1.5, p. 15).

![Figure 4.8: VAR measure of (a) RIR $h_k$ and (b) equalized channel $v_k$ over loudspeaker-microphone distance for different room reverberation times (critical distances (cf. Section 2.1.5, p. 15) are indicated as dashed vertical lines). Sub-figure (b) shows the VAR measure for an equalized system using an LS-EQ with $L_{EQ} = 2048$ at $f_s = 8$ kHz.](image)

To illustrate the dependency of the spectral measures on the distance between acoustic source and microphone, Figure 4.8 (a) depicts the variance measure (cf. also Appendix A.1.5) over the source-microphone distance for different room reverberation times $\tau_{60} = 200$ ms ... 1200 ms. Additionally, the respective critical distances of the RIRs are depicted as vertical lines. The variance measure for the respective equalized channels is depicted in panel (b) of Figure 4.8. It can be seen that the variance measure (cf. also Appendix A.1.5) does not increase once it reaches its maximum value at
about 31 dB in panel (a). These results are in consilience with the findings in [Jet79, Hab07] where the maximum reachable variance was calculated to be at about 31 dB for common RIRs [Jet79]. This point is approximately reached at the critical distance as it is shown in Figure 4.8 (a).

Another reason for lower correlations for the spectral measures VAR and SFM may be that they equally assess spectral peaks which are perceived as being very annoying [KM06] and spectral dips that are common for RIRs and do not decrease the perceived quality to a great extent [TO88, Buc81, Fry75]. Here, more research has to be undertaken to find appropriate technical measures to assess frequency-domain quality criteria.

Tables 4.6 and 4.7 show the correlations of subjective ratings with signal-based objective measures. Again the maxima for each attribute and each class of LRC filters is highlighted by bold letters jointly for Tables 4.6 and 4.7. It can be seen that the signal-based measures show lower correlation to subjective data than the channel-based measures in general. The LPC-based measures (cf. also Appendix A.2.5) outperform purely signal-based measures like the SSRR. The analysis of SSRR in perceptually motivated frequency bands, however, already significantly increases the correlation with subjective ratings. By far, the highest correlations are obtained by the measures PSM and PSMt that rely on auditory models. PSMt, in addition to PSM, evaluates short-time behaviour of the correlations of internal signal representations and focuses on low correlations as it is done by human listeners [HK06]. The auditory-model based measures show even higher correlation than RDT, SRMR and OMCR although the latter were designed to explicitly assess reverberation. The performance of RDT and OMCR measures can be adjusted by changing internal parameters. By this, higher correlation to the specific set of samples can be obtained. However, we used standard values for these parameters given in the respective literature [WN06, WN07]. Furthermore, it has to be emphasized that the attribute colouration/distortion is most difficult to assess by objective measures at least for the discussed LRC algorithms, since distortions are perceptually relevant and measures like OMCR try to assess colouration effects only (the same holds for SFM and the variance measure). They succeed in doing so (cf. e.g. Figure A.21), but colouration alone is not well correlated to our subjective data due to distortions like late echoes and pre-echoes which are much more prominent than the colouration effect. All tested measures are not capable to explicitly assess those influences and further development of objective measures is required.

An example for such late echoes is shown in Figure 4.9. Although the spectral characteristics are clearly enhanced (cf. panel (b)) and in time-domain (cf. panel (a)) much energy of the impulse response is suppressed,
<table>
<thead>
<tr>
<th>Measure</th>
<th>Method</th>
<th>Reverberant</th>
<th>Col./dist.</th>
<th>Distant</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSRR</td>
<td>All EQs</td>
<td>-0.33</td>
<td>-0.29</td>
<td>-0.43</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.6</td>
<td>0.15</td>
<td>-0.65</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.8</td>
<td>-0.74</td>
<td>-0.83</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.7</td>
<td>-0.34</td>
<td>-0.65</td>
<td>0.64</td>
</tr>
<tr>
<td>FWSSRR</td>
<td>All EQs</td>
<td>-0.44</td>
<td>-0.4</td>
<td>-0.57</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.79</td>
<td>-0.04</td>
<td>-0.82</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.94</td>
<td>-0.78</td>
<td>-0.99</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.81</td>
<td>-0.46</td>
<td>-0.76</td>
<td>0.75</td>
</tr>
<tr>
<td>WSS</td>
<td>All EQs</td>
<td>0.6</td>
<td>0.58</td>
<td>0.76</td>
<td>-0.71</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.79</td>
<td>0.44</td>
<td>0.87</td>
<td>-0.85</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.89</td>
<td>0.76</td>
<td>0.96</td>
<td>-0.98</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.91</td>
<td>0.58</td>
<td>0.87</td>
<td>-0.86</td>
</tr>
<tr>
<td>ISD</td>
<td>All EQs</td>
<td>0.64</td>
<td>0.35</td>
<td>0.69</td>
<td>-0.68</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.35</td>
<td>-0.44</td>
<td>0.36</td>
<td>-0.41</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.96</td>
<td>0.71</td>
<td>0.99</td>
<td>-0.98</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.7</td>
<td>0.37</td>
<td>0.67</td>
<td>-0.68</td>
</tr>
<tr>
<td>CD</td>
<td>All EQs</td>
<td>0.63</td>
<td>0.41</td>
<td>0.7</td>
<td>-0.67</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.45</td>
<td>-0.37</td>
<td>0.48</td>
<td>-0.52</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.89</td>
<td>0.81</td>
<td>0.94</td>
<td>-0.93</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.8</td>
<td>0.42</td>
<td>0.75</td>
<td>-0.73</td>
</tr>
<tr>
<td>LAR</td>
<td>All EQs</td>
<td>0.52</td>
<td>0.38</td>
<td>0.61</td>
<td>-0.59</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.33</td>
<td>-0.5</td>
<td>0.36</td>
<td>-0.42</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.93</td>
<td>0.78</td>
<td>0.99</td>
<td>-0.98</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.75</td>
<td>0.39</td>
<td>0.7</td>
<td>-0.69</td>
</tr>
<tr>
<td>LLR</td>
<td>All EQs</td>
<td>0.66</td>
<td>0.43</td>
<td>0.75</td>
<td>-0.71</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.47</td>
<td>-0.36</td>
<td>0.5</td>
<td>-0.54</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.89</td>
<td>0.85</td>
<td>0.96</td>
<td>-0.96</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.84</td>
<td>0.45</td>
<td>0.8</td>
<td>-0.78</td>
</tr>
<tr>
<td>LSD</td>
<td>All EQs</td>
<td>0.74</td>
<td>0.48</td>
<td>0.81</td>
<td>-0.78</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.75</td>
<td>0.07</td>
<td>0.81</td>
<td>-0.83</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.87</td>
<td>0.83</td>
<td>0.92</td>
<td>-0.92</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.87</td>
<td>0.5</td>
<td>0.83</td>
<td>-0.82</td>
</tr>
</tbody>
</table>

**Table 4.6:** Correlations $r_{corr}$ of MOS values of subjective ratings and signal-based objective measures (maxima of signal-based measures in Tables 4.6 and 4.7 are indicated in boldface).
Table 4.7: Correlations $r_{corr}$ of MOS values of subjective ratings and signal-based objective measures (maxima of signal-based measures in Tables 4.6 and 4.7 are indicated in boldface).

<table>
<thead>
<tr>
<th>Measure</th>
<th>Method</th>
<th>Reverberant</th>
<th>Col./dist.</th>
<th>Distant</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>BSD</td>
<td>All EQs</td>
<td>0.04</td>
<td>0.3</td>
<td>0.24</td>
<td>-0.2</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.53</td>
<td>0.47</td>
<td>0.63</td>
<td>-0.6</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.85</td>
<td>0.64</td>
<td>0.94</td>
<td>-0.94</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.91</td>
<td>0.64</td>
<td>0.93</td>
<td>-0.94</td>
</tr>
<tr>
<td>OMCR</td>
<td>All EQs</td>
<td>0.05</td>
<td>0.13</td>
<td>0.03</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.52</td>
<td><strong>0.83</strong></td>
<td>0.62</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.63</td>
<td>0.23</td>
<td>0.64</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.16</td>
<td>0.45</td>
<td>0.24</td>
<td>0.26</td>
</tr>
<tr>
<td>RDT</td>
<td>All EQs</td>
<td>0.67</td>
<td>0.51</td>
<td>0.79</td>
<td>-0.75</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>0.69</td>
<td>0.43</td>
<td>0.78</td>
<td>-0.77</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>0.81</td>
<td>0.74</td>
<td>0.88</td>
<td>-0.93</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>0.94</td>
<td>0.57</td>
<td>0.92</td>
<td>-0.9</td>
</tr>
<tr>
<td>SRMR</td>
<td>All EQs</td>
<td>-0.53</td>
<td>-0.24</td>
<td>-0.59</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.44</td>
<td>0.15</td>
<td>-0.51</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.75</td>
<td><strong>-0.88</strong></td>
<td>-0.73</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.78</td>
<td>-0.45</td>
<td>-0.72</td>
<td>0.69</td>
</tr>
<tr>
<td>PSM</td>
<td>All EQs</td>
<td>-0.8</td>
<td><strong>-0.63</strong></td>
<td>-0.9</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.84</td>
<td>-0.64</td>
<td>-0.9</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.84</td>
<td>-0.83</td>
<td>-0.92</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td><strong>-0.98</strong></td>
<td>-0.65</td>
<td>-0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>PSMt</td>
<td>All EQs</td>
<td><strong>-0.91</strong></td>
<td>-0.61</td>
<td><strong>-0.95</strong></td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td><strong>-0.89</strong></td>
<td>-0.56</td>
<td><strong>-0.96</strong></td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.9</td>
<td>-0.76</td>
<td>-0.96</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td><strong>-0.98</strong></td>
<td><strong>-0.79</strong></td>
<td><strong>-0.97</strong></td>
<td>0.96</td>
</tr>
<tr>
<td>PESQ</td>
<td>All EQs</td>
<td>-0.6</td>
<td>-0.35</td>
<td>-0.69</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>LS-EQ</td>
<td>-0.47</td>
<td>0.35</td>
<td>-0.5</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>WLS-EQ</td>
<td>-0.84</td>
<td>-0.77</td>
<td>-0.9</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>ISwPP</td>
<td>-0.89</td>
<td>-0.46</td>
<td>-0.85</td>
<td>0.82</td>
</tr>
</tbody>
</table>

a high amount of late reverberation occurs after sample 5000 that is small in amplitude but perpetually relevant since the temporal masking effect of the main peak is less distinct for those late taps. Figure 4.9 (c) depicts the subjective rating for the given system in Figure 4.9 (a) and (b). It clearly shows that a high amount of reverberation is perceived
4.3 Listening-Room Compensation

The general setup for single-channel listening-room compensation (LRC) was already depicted in Figure 4.3 on page 64. A more general setup for an arbitrary number of $J$ source channels, $P$ loudspeakers and $Q$ microphones

![Figure 4.9:](image)

**Figure 4.9:** (a) RIR ($\tau_{60} \approx 1$ s) and equalized system in time-domain (LRC filter length was 8192 samples), (b) corresponding transfer functions, (c) subjective rating for equalized system in (a), (b).

by the subjects as well as relatively high spectral colouration/distortion given the fact that the transfer function is clearly enhanced compared to the unprocessed room transfer function. Furthermore, depending on the delay that is introduced by the equalizer, perceptually disturbing pre-echoes occur as observable in Figure 4.9 (a). None of the tested measures is capable to explicitly assess those influences. Thus, development of a measure capable to assess the described affects would be valuable future work.

In general, it can be stated from the previous analysis that objective quality measures based on the impulse response (like the common C50 measure) show much higher correlation between objective and subjective data than most of the tested measures that are based on the signals only. However, if impulse responses are not properly accessible, e.g. as for blind dereverberation algorithms, measures that incorporate sophisticated auditory models should be used for quality assessment. The so-called perceptual similarity measure PSM showed highest correlations to the subjective data.

### 4.3 Listening-Room Compensation

The general setup for single-channel listening-room compensation (LRC) was already depicted in Figure 4.3 on page 64. A more general setup for an arbitrary number of $J$ source channels, $P$ loudspeakers and $Q$ microphones
is shown in Figure 4.10. Here, $PQ$ RIRs between the loudspeakers and the microphones are equalized by $JP$ filters preceding the loudspeakers.

![Diagram](image)

**Figure 4.10:** Multi-Channel setup for listening-room compensation.

A number of $J \geq 1$ source channels is e.g. used for the so-called cross-talk-cancellation algorithms (cf. e.g. [YHC07, KM07]) where the number of source signals $J$ usually equals the number of the reference microphones $Q$ to achieve reproduction of every channel of $s_f[k]$ at one microphone. This is e.g. needed for binaural sound reproduction without using headphones. For this thesis the number of source channels is restricted to $J = 1$. Thus, the aim of the equalizer is reconstruction of a single-channel non-reverberant speech signal $s_f[k]$ at the $Q$ positions of the reference microphones using $P$ loudspeakers.

An increased number of reference positions $Q$ leads to an increased spatial robustness of the equalization system (cf. Section 4.4.2). If the number of loudspeakers $P$ is greater than the number of microphones $Q$ spatial diversity can be exploited which leads to a better equalization.

## 4.4 Least-Squares Equalization

Equalization concepts are widely used in the field of mobile communications. Here, a transfer system consisting of a transmitter, transmission line (channel) and receiver is considered. The influence of the channel on the transmitted data is compensated by an equalization filter which is often located at the receiving end. As stated before, for an LRC scenario, the equalizer has to be placed in front of the transmission channel (in this case the room which is described by the RIR).
4.4 Least-Squares Equalization

4.4.1 Single Channel LS-Equalizer

An equalization scheme which aims at minimizing the Euclidean distance between the overall system of the concatenation of RIR and equalizer to a desired system $d[k]$ is depicted in Figure 4.11. The equalization filter tries to reduce the influence of the RIR at the position of the reference microphone where the human user is assumed to be located. Thus, the goal of LRC is that differences between the signal $y[k]$, which a human listener at the position of the reference microphone perceives, and the original un Reverberated signal $s_f[k]$ should be minimized.

![Figure 4.11: Least-squares equalizer for listening-room compensation.](image)

From Figure 4.11 the error signal which has to be minimized in the MMSE sense can be calculated as

$$e_{EQ}[k] = s^T[k] H_{CM} c_{EQ} - s^T[k] d$$  \hspace{1cm} (4.4.1)

with $c_{EQ}$ and $H_{CM}$ being the coefficient vector of the equalizer and the convolution matrix of the RIR as defined in (4.2.2) and (4.2.7), respectively. The input signal vector

$$s[k] = [s[k], s[k - 1], s[k - L_h - L_{EQ} + 2]]^T$$  \hspace{1cm} (4.4.2)

and the coefficient vector of the desired system

$$d = \begin{bmatrix} 0, \ldots, 0, d_0, \ldots, d_{\lfloor L_d/2 \rfloor}, \ldots, d_{L_d-1}, 0, \ldots, 0 \end{bmatrix}^T$$  \hspace{1cm} (4.4.3)

are of length $L_h + L_{EQ} - 1$. The lengths of the RIR, the LRC filter and the desired system vector $d$ are denoted by $L_h$, $L_{EQ}$ and $L_d$, respectively. The desired system $d$ usually is chosen as a delayed unit impulse, a delayed band pass or a delayed high pass as exemplarily shown in Figure 4.12 in time- and frequency-domain. Perfect equalization is achieved by the
(delayed) unit impulse shown in the left panels of Figure 4.12. However, since real-world hardware like loudspeakers and microphones usually does not have perfectly flat transfer characteristics especially in very low and high frequency ranges a frequency response correction in this frequency ranges would unnecessarily boost filter coefficient and signal energy. Therefore, the delayed high pass or band pass systems in Figure 4.12 may be more suitable for real-world systems.

The delay introduced by the equalizer is denoted as $k_0$. It corresponds directly to the position of the one for the delayed impulse. For desired systems of length $L_d > 1$ the delay $k_0$ corresponds to the middle position of the desired system $k_0 = \bar{k}_0 + \lfloor L_d/2 \rfloor$.

Minimization of $E\{e_{EQ}^2[k]\}$ by solving $\frac{\partial E\{e_{EQ}^2[k]\}}{\partial e_{EQ}} = 0$ leads to

$$c_{EQ} = (H_{CM}^T R_{ss}[k] H_{CM})^{-1} H_{CM}^T R_{ss}[k] d$$  \hspace{1cm} (4.4.4)

with $R_{ss}[k] = E\{s[k]s^T[k]\}$ being the covariance matrix of the input signal of size $L_h + L_{EQ} - 1 \times L_h + L_{EQ} - 1$. With the assumption of a white Gaussian input signal,

$$R_{ss}[k] = I,$$  \hspace{1cm} (4.4.5)
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the well-known least-squares equalizer is obtained.

\[ c_{\text{EQ}} = \left( H_{CM}^T H_{CM} \right)^{-1} H_{CM}^T d \]

\[ c_{\text{EQ}} = H_{CM}^+ d \]  (4.4.6)

In (4.4.6), \( H_{CM}^+ \) denotes the Moore-Penrose pseudoinverse of the channel convolution matrix. Equalization results of the LS equalizer according to (4.4.6) are examplarily shown in Figure 4.13. Panel (a) of Figure 4.13 shows two RIRs characterized by reverberation times of \( \tau_{60} = 100 \) ms and \( \tau_{60} = 400 \) ms and panel (b) the corresponding RTFs. Panels (c) and (d) show the equalized IRs in dB and the corresponding transfer functions (TFs)

**Figure 4.13:** (a) RIRs with \( \tau_{60} = 100 \) ms and 400 ms, (b) corresponding transfer functions in dB, (c) equalized impulse responses for filter length: \( L_{\text{EQ}} = 256 \), (d) corresponding transfer functions in dB, (e) equalized impulse responses for filter length \( L_{\text{EQ}} = 1024 \), (f) corresponding transfer functions in dB. Sampling rate: \( f_s = 8 \) kHz.
in dB after least-squares (LS) equalization using an filter of length $L_{\text{EQ}} = 256$, respectively. Panels (e) and (f) show the same results for an equalizer of length $L_{\text{EQ}} = 1024$. It can be seen that the targeted high pass characteristic is archived more easily for RIRs with shorter reverberation time and that even for high LRC filter orders and relatively short reverberation times perfect equalization is not achieved by the filter. Furthermore, the natural shape of RIRs, i.e. the linear decay in logarithmic time-domain, has been changed and due to the delay $k_0$ introduced by the LRC filter a certain amount of energy of the equalized IR occurs in front of the main peak that may be perceived as pre-echo or pre-ringing.

**Estimation of the Equalizer Delay**

Many contributions in the literature suggest to use a good guess for the delay $k_0$ which has to be introduced in least-squares equalization approaches to achieve a maximum amount of dereverberation. In general, the decision how to choose this delay in an optimum way is not easy since a mathematical relation between delay $k_0$ and optimum LRC performance is unknown and even the definition of a proper target function is difficult since psychoacoustic properties regarding the perception of pre-echoes would have to be considered additionally to a purely mathematical optimization. Despite this problems, some experiments will be accomplished in the following to obtain a proper LRC filter delay, since designing one LRC filter for each possible delay and choosing the best one of course is not practically feasible. Therefore, the dependence of the optimum equalizer delay of different measures characterizing RIRs will be evaluated in the following, since the equalizer performance depends on the specific RIR $h$ that has to be equalized. The performance of the LRC filter will be assessed by means of the bark spectral distortion (BSD) measure [WSG92] (cf. (A.2.30)) and the signal-to-reverberation-ratio-enhancement (SRRE) [GKMK08d, NG05] (cf. (A.2.2)) in the following. The LRC filter performance and, thus, both measures depend on (i) the specific RIR to be equalized $h$, (ii) the LRC filter order $L_{\text{EQ}}$, and (iii) the chosen equalizer delay $k_0$.

To find a general rule for an optimum delay $k_{0,\text{opt}}$ the equalizer delay $k_0$ in (4.4.3) which leads to a minimum achievable BSD for a given RIR

$$k_{0,\text{opt,BSD}} = \arg\min_{k_0}\{\text{BSD}(h, L_{\text{EQ}}, k_0)\}$$  \hspace{1cm} (4.4.7)

and the equalizer delay which leads to a maximum SRRE in (4.4.3)

$$k_{0,\text{opt,SRRE}} = \arg\max_{k_0}\{\text{SRRE}(h, L_{\text{EQ}}, k_0)\}$$  \hspace{1cm} (4.4.8)
are calculated for various RIRs and LRC filter orders. Please note, that a small BSD indicates a good performance while for the SRRE a high value indicates good performance.

A set of 270 different RIRs characterized by room reverberation times ranging from $\tau_{60} = 50$ ms to $\tau_{60} = 1200$ ms was generated for this evaluation by taking (i) artificially simulated RIRs generated by the so-called image method [AB79], (ii) RIRs measured using the sweep-sine method [MM01], (iii) RIRs taken from the MARDY database [WGH+06], and (iv) RIRs modelled by an exponentially damped Gaussian noise according to (2.1.2). The optimum delays defined by the maximum SRRE and the minimum BSD were calculated for each RIR and for the LRC filter orders $L_{EQ} = \{256, 512, 1024\}$. Please note, that both measures (BSD and SRRE) lead to similar optimum delays for all RIRs and LRC filter lengths tested ($k_{0,\text{opt,BSD}} \approx k_{0,\text{opt,SRRE}} \forall h, L_{EQ}$).

![Figure 4.14](image-url)

**Figure 4.14:** (a) RIR with reverberation times of $\tau_{60} = 500$ ms and it’s central time (CT) (cf. (A.1.6)) in samples. (b) RIR with $\tau_{60} = 1$ s and it’s CT. (c) equalizer performance in dependence of delay $k_0$ of the desired system for different equalizer filter lengths $L_{EQ}$ and RIRs (a) (thicker black lines) and (b) (thinner grey lines).
Figure 4.14 exemplarily shows the SRRE in panel (c) in dependence of the delay $k_0$ and different LRC filter orders for the two RIRs $h_1$ and $h_2$ that are depicted in panels (a) and (b). The dotted vertical lines indicate the central times (CTs) (cf. (A.1.6)) of the two RIRs.

The LRC filter performance is shown for the different equalizer lengths $L_{EQ} = \{256, 512, 1024\}$ by solid lines, dashed lines and dash-dotted lines, respectively. Thicker black lines show the LRC filter performance if the RIR $h_1$ is equalized and thinner grey lines show performance for equalization of $h_2$. It can be clearly seen from Figure 4.14 (c) that the equalizer performance depends on the LRC filter delay $k_0$ and that a certain optimum exists that depends on the RIR to be equalized.

To find a parameter that may indicate how to choose $k_0$, the correlation between different measures describing the RIRs and the corresponding optimum LRC filter delays $k_{0,opt}$ are analyzed in the following. Six objective measures characterizing an RIR were, thus, calculated for each of the 270 RIRs, i.e. reverberation time $\tau_{60}$, the delay of direct path of the RIR $k_{h_{max}} = \text{argmax}_k \{|h|\}$, direct-path-to-reverberation-ratio (DRR) according to (A.1.7), definition $D_{50}$ according to (A.1.1), clarity index (CI) $C_{80}$ according to (A.1.5), and the central time (CT) according to (A.1.6).

![Correlation between central time (CT) and optimum equalizer delay](image1)

**Figure 4.15:** Correlation between central time (CT) and optimum equalizer delay given by the minimum of the BSD (left) and maximum of the SRRE (right) for an equalizer length of $L_{EQ} = 1024$.

Figure 4.15 exemplarily shows the CT for all 270 RIRs over the optimum equalizer delays $k_{0,opt,BSD}$ (left panel) and $k_{0,opt,SRRE}$ (right panel). Correlations (PPMCCs) are $r_{corr} = 0.89$ and $r_{corr} = 0.84$ for BSD and SRRE,
respectively.

**Table 4.8** summarizes the Pearson product-moment correlation coefficients (PPMCCs) according to (4.2.1) between the different measures characterizing the RIRs and $k_{0,\text{opt,BSD}}$ and **Table 4.9** the respective correlations between the different measures characterizing the RIRs and $k_{0,\text{opt,SRRE}}$.

<table>
<thead>
<tr>
<th>$L_{\text{EQ}}$</th>
<th>PPMCC $r_{\text{corr}}$ between $k_{0,\text{opt,BSD}}$ and ...</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau_{60}$  $k_{h_{\max}}$  DRR  $D_{50}$  $C_{80}$  CT</td>
</tr>
<tr>
<td>256</td>
<td>0.37  0.84  0.84  0.37  0.56  0.82</td>
</tr>
<tr>
<td>512</td>
<td>0.39  0.70  0.74  0.23  0.58  0.75</td>
</tr>
<tr>
<td>1024</td>
<td>0.53  0.66  0.80  0.11  0.63  0.89</td>
</tr>
</tbody>
</table>

**Table 4.8**: Correlation coefficients $r_{\text{corr}}$ between optimum equalizer delay according to minimum BSD and RIR properties for varying equalizer length.

<table>
<thead>
<tr>
<th>$L_{\text{EQ}}$</th>
<th>PPMCC $r_{\text{corr}}$ between $k_{0,\text{opt,SRRE}}$ and ...</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\tau_{60}$  $k_{h_{\max}}$  DRR  $D_{50}$  $C_{80}$  CT</td>
</tr>
<tr>
<td>256</td>
<td>0.28  0.89  0.86  0.47  0.49  0.80</td>
</tr>
<tr>
<td>512</td>
<td>0.39  0.78  0.85  0.30  0.57  0.85</td>
</tr>
<tr>
<td>1024</td>
<td>0.36  0.74  0.83  0.27  0.50  0.84</td>
</tr>
</tbody>
</table>

**Table 4.9**: Correlation coefficients $r_{\text{corr}}$ between optimum equalizer delay according to maximum SRRE and RIR properties for varying equalizer length.

The highest correlations are indicated by bold letters in Tables 4.8 and 4.9. It can be seen that the central time (CT) seems to be a good indicator for the optimum equalizer delay $k_{0,\text{opt}}$ for both, BSD and SRRE, especially for higher LRC filter orders. The somewhat lower correlation for short equalizer lengths in Tables 4.8 and 4.9 can be explained by taking a closer look at Figure 4.14. If the CT is greater than the equalizer length, the equalizer may not be capable to introduce the desired delay. Hence, the LRC filter delay should be chosen as

$$
\hat{k}_{0,\text{opt}} = \min\{\text{CT}, L_{\text{EQ}}\}.
$$

(4.4.9)
Using the criterion in (4.4.9) to determine the equalizer delay leads to 94.4% of the performance that is achieved if the optimum delay $k_0$ that maximizes SRRE and minimizes BSD would be perfectly known a priori for the given test corpus of the 270 RIRs (90.5% is achieved if the CT is used directly as a criterion for determining $k_{0,\text{opt}}$).

In real-world systems the delay $k_0$ has to be chosen without a priori information about the RIR. The RIR is unknown and, due to this, also its CT is unknown. A method to obtain CT without identification of the whole RIR was described in [GKMK09]. With the assumption that the RIR can be modelled by the stochastic RIR model described in Section 2.1.3 the PDP of the RIR model (cf. Figure 2.5 on page 14) can be calculated with the knowledge of reverberation time $\tau_{60}$ and initial delay $k_{\text{init}}$ using (2.1.2) and (2.1.3). Both parameters can be obtained by identifying only the very first part of the RIR by means of an acoustic echo canceller. By this, the initial delay $k_{\text{init}}$ is directly obtained by the major peak of the AEC filter and the reverberation time can be obtained from least-squares fitting of the AEC decay [GKMK09, SRHE09, SGR+11]. The CT can then be calculated from the RIR model (2.1.2). Please note that estimates of the room reverberation time $\tau_{60}$ and of the initial RIR delay $k_{\text{init}}$ have to be calculated only once for a specific room, since they do not vary too much for different spatial positions. The length of the AEC can be restricted to a few taps since only the position of the initial RIR coefficients is needed to fit the power delay profile by a least-squares approach [SRHE09]. Thus, the AEC will converge extremely fast and has a very low computational complexity. While identification of the initial delay is quite robust the least-squares fitting to obtain $\tau_{60}$ may also be replaced by different methods for blind reverberation time estimation known in the literature [e.g., RJW+03, SRHE09, LV08, CLD01, SGR+11] to increase robustness.

Switching of the LRC filter delay while the system is running is possible, e.g. in case that the estimate of the optimum delay is only available after a certain period needed for estimation, as it is visualized in Figure 4.16. The convergence of an LRC filter of length $L_{\text{EQ}} = 1024$ updated by the so-called decoupled filtered-X least mean square (dFxLMS) algorithm [GKMK08b] (cf. Section 4.5.3) is shown in Figure 4.16. It compares the LRC filter convergence for the case of perfect knowledge of the best possible delay $k_0$ (upper curve) to the case that a poor guess was made for the delay (lower curve). The solid curve in the middle shows the convergence behavior if the equalizer delay is switched at about 1.5 seconds from the poor guess to the proposed estimate according to (4.4.9).
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Figure 4.16: Performance comparison of equalizers using different delays \( k_0 \) in terms of SRRE.

4.4.2 Robustness Issues

As already mentioned, single-channel RIR equalization is not straightforward since

(i) the length \( L_h \) of the RIR to be equalized usually exceeds several thousand taps [BDH+99, Kut00] as depicted in Figure 2.6 on p. 16;

(ii) RIRs are mixed-phase systems [NA79] as depicted in Figure 2.7 and, therefore, direct inversion does not lead to a stable causal solution;

(iii) the average difference between maxima and minima in RTFs typically exceeds 10-20 dB [RWK00, Kut00] as depicted in Figure 2.3 and RTFs contain spectral nulls that, after equalization, give strong peaks in the LRC filter’s transfer function causing narrow band noise amplification;

(iv) equalization filters designed from inaccurate RIR estimates will cause distortion in the equalized signal [RWK00].

The abovementioned problem (iii) is visualized in Figure 4.17. Panel (a) shows an RTF \( (\tau_{60} \approx 300 \text{ ms}) \) and panel (b) shows a cut-out of the frequency range 2100 Hz to 2500 Hz of the same RTF (solid grey line), the corresponding TF of the LRC filter (dashed line) and the equalized TF (thick solid black line). The dips in the RTF are compensated for by large peaks in the equalizer’s TF to achieve an overall flat spectrum of the equalized system (see e.g. around 2300 Hz in Figure 4.17 (b)). In such areas noise which is usually introduced at the microphone may be strongly amplified.
Problem (iv), i.e. mismatch between the true RIR \( h \), which is generally unknown in real-world systems, and the RIR estimate \( \hat{h} \) may lead to a severe degradation of the LRC performance.

**Figure 4.17:** (a) Common room transfer function (RTF) (reverberation time \( \tau_{60} \approx 300 \text{ ms} \)) (b) RTF, corresponding LRC filter transfer function and equalized system.

**Figure 4.18:** Visualization of RIR mismatch. The RIR \( h \) can be split into a part which is correctly identified \( \hat{h} \) and the system misalignment \( \tilde{h} \). A further error for the equalizer is introduced by the fact that the RIR to the reference microphone \( h \) may be different from the RIR to the near-end user \( h_{ns} \) due to spatial mismatch.
The two main reasons for mismatch are visualized in Figure 4.18, i.e. the error introduced to the equalizer due to the fact that the filter is designed for the RIR between loudspeaker and microphone \( h \) and not for the RIR between loudspeaker and the ear(s) of the user \( h_{ns} \),

\[
\tilde{h}' = h_{ns} - h,
\]  

(spatial mismatch) and the estimation error \( \tilde{h} = h - \hat{h} \) introduced by imperfect identification of \( h \) as defined in (3.1.1). Both errors can be combined to

\[
\tilde{h}' = h_{ns} - (\tilde{h} + \hat{h}).
\]  

Figure 4.19: Robustness of LRC. (a) RTF and equalized TF without mismatch. (b) RTF and equalized TF with spatial mismatch of \( \approx 10 \) cm.

The performance degradation that occurs without countermeasures is exemplarily shown in Figure 4.19. Panel (a) shows an RTF in light grey and the corresponding equalized TF without mismatch in black, i.e. \( \tilde{h}' = 0 \), and panel (b) shows the same RTF and an equalized TF that was calculated with spatial mismatch of \( \approx 10 \) cm, i.e. the position of the listener was at \( \approx 10 \) cm distance from the reference microphone and, thus, \( \tilde{h}' \neq 0 \). It can be clearly seen that mismatch between the correct RIR that has to
be equalized and the identified one may lead to severe distortions in the 
equalized impulse response and the corresponding transfer function.

Robustness regarding spatial mismatch can be increased by multi-channel 
approaches [Mou85, RWK99, RWK00, GKMK08c] and will be tackled in 
the following section. The influence of RIR estimation errors [ZGN08, 
GKMK08d, GKMK08b] will be topic of Chapter 5.

4.4.3 MIMO LS-Equalizer

The previously described problems can be partly tackled by the extension 
to a multiple input multiple output (MIMO) system [MK88] as depicted in 
Figure 4.20. Multi-channel LRC is superior to single-channel LRC due 
to the following reasons: (i) If spatial diversity can be exploited by the 
use of multiple loudspeakers perfect inversion may be possible [MK88] by 
exploiting the so-called multiple input/output inverse theorem (MINT) if 
the RIRs do not have common zeros in the z-domain. (ii) Multi-microphone 
systems increase spatial robustness compared to single-channel LRC systems 
[GKMK08d].

![Figure 4.20: Multi-channel sound reproduction system.](image)

Derivation of the MIMO LS-equalizer is straightforward by minimizing the 
Euclidean distance between the concatenated overall system of LRC filters 
and RIRs $H_{CM}c_{EQ}$ and the desired target systems $d$.

$$
\hat{c}_{EQ} = \arg\min_{c_{EQ}} \|H_{CM}c_{EQ} - d\|^2 \quad (4.4.12)
$$
Solving (4.4.12) in the same way as in Section 4.4.1 leads to

\[ \mathbf{c}_{\text{EQ}} = \mathbf{H}_{\text{CM}}^+ \mathbf{d} \]  \hspace{1cm} (4.4.13)

with the following vector and matrix definitions:

\[ \mathbf{c}_{\text{EQ}} = \begin{bmatrix} c_{\text{EQ},1}^T, c_{\text{EQ},2}^T, \ldots, c_{\text{EQ},P}^T \end{bmatrix}^T \]  \hspace{1cm} (4.4.14)

\[ \mathbf{c}_{\text{EQ},p} = \begin{bmatrix} c_{\text{EQ},p,0}, c_{\text{EQ},p,1}, \ldots, c_{\text{EQ},p,L_{\text{EQ}}-1} \end{bmatrix}^T \]  \hspace{1cm} (4.4.15)

\[ \mathbf{H}_{\text{CM}} = \begin{bmatrix} H_{\text{CM},11} & \cdots & H_{\text{CM},P1} \\ \vdots & \ddots & \vdots \\ H_{\text{CM},1Q} & \cdots & H_{\text{CM},PQ} \end{bmatrix} \]  \hspace{1cm} (4.4.16)

\[ \mathbf{H}_{\text{CM},pq} = \text{convmtx}\left\{ h_{pq}^T, L_{\text{EQ}} \right\} \]  \hspace{1cm} (4.4.17)

\[ \mathbf{h}_{pq} = [h_{pq,0}, h_{pq,1}, \ldots, h_{pq,L_h-1}]^T \]  \hspace{1cm} (4.4.18)

\[ \mathbf{d} = \begin{bmatrix} d_1^T, d_2^T, \ldots, d_Q^T \end{bmatrix}^T \]  \hspace{1cm} (4.4.19)

\[ \mathbf{d}_q = [0, \ldots, 0, d_0, d_1, \ldots, d_{L_d-1}, 0, \ldots, 0]^T. \]  \hspace{1cm} (4.4.20)

The stacked coefficient vector of the LRC filter(s) and the channel convolution matrix of size \(Q(L_h + L_{\text{EQ}} - 1) \times P L_{\text{EQ}}\) built from the RIR coefficients are denoted by \(\mathbf{c}_{\text{EQ}}\) and \(\mathbf{H}_{\text{CM}}\), respectively. Channel matrix \(\mathbf{H}_{\text{CM}}\) is composed of single input single output (SISO) sub-matrices \(\mathbf{H}_{\text{CM},pq}\) as defined in (4.2.7). For each microphone position an individual desired system may be defined in \(\mathbf{d}_q\), e.g. to compensate for different delays due to different sound transmission times. Differing delays for different channels \(q\) can be advantageous if the theoretical delay differences between loudspeakers and microphones are known from the geometry [EN89].

**Multiple Loudspeakers (MISO LRC)**

If more reproduction channels are available as depicted in Figure 4.21, exact equalization is possible using Bezout’s theorem [MK88, YHC05]. The following MISO equalization was introduced in [MK86, MK88] as the multiple input/output inverse theorem (MINT). Given a set of \(P\) RTFs \(H(z)\) in the \(z\)-domain which do not have common zeros, a set of filters \(C_{\text{EQ}}(z)\) can be found such that [GTN07, HDM07, MK88]

\[ \sum_{p=1}^{P} H_p(z) C_{\text{EQ},p}(z) = 1. \]  \hspace{1cm} (4.4.21)
Figure 4.21: Multi-channel setup for listening-room compensation and AEC.

As shown in Figure 4.22, a nearly perfect equalization can be achieved using multiple loudspeakers. Panels (e) and (f) show the performance of an

```
Figure 4.22: Multi-channel (MISO) equalization of room impulse responses. Room reverberation time is $\tau_{60} = 250$ ms, RIR length is $L_h = 2048$ and EQ length is $L_{EQ} = 2048$ in panels (a)-(d) and $L_{EQ} = 1024$ in panels (e) and (f), respectively.
```
LRC system in time-domain (left panels) and in frequency-domain (right panels) for $P = 2$ loudspeakers and $Q = 1$ microphone. The equalized system $v = v_1 + v_2$ (cf. (4.2.5) on p. 72) is very close to the desired high-pass chosen for $d$. If the results are compared to the performance of one single LRC filter, the equalization is much better as it is visible from panels (a) and (b) for RIR $h_1$ as well as panels (c) and (d) for RIR $h_2$. Please note that for the two channel LRC filter only half of the filter coefficients is used in each channel for a fair comparison.

For the results in Figure 4.22 knowledge of the true RIR is assumed which in real-world systems is unknown or at least erroneously estimated. Although much better equalization can be achieved by exploiting spatial diversity using multiple loudspeakers, robustness in terms of estimation errors decreases. Furthermore, channel identification for multi-source systems may not have a unique solution, in general, which is known as the stereo-problem of acoustic echo cancellation [BMS98b] and which can be easily seen from the error signal of a stereo AEC filter

$$||e_{AEC}[k]||^2 = ||x_1^T[k](h_1 - c_{AEC_1}) + x_2^T[k](h_2 - c_{AEC_2})||^2$$  (4.4.22)

as visualized in Figure 4.23.

Several solutions exist to minimize (4.4.22) besides the desired solution $c_{AEC,1} = h_1$ and $c_{AEC,2} = h_2$. Approaches for better system identification in case of multiple loudspeakers have been proposed, e.g. decorrelation of the loudspeaker signals, such as adding (masked) uncorrelated noise, non-linear processing, etc [BMS98b]. However, the system identification performance of multi-loudspeaker AEC systems is not sufficient for an equalizer relying on this information as it is illustrated in Figure 4.24. While panels
Figure 4.24: AEC Stereo-Problem for multi-channel (MISO) equalization of room impulse responses. Room reverberation time is $\tau_{60} = 250$ ms, RIR length is $L_h = 2048$ and EQ length is $L_{EQ} = 1024$.

(e) and (f) of Figure 4.22 show the equalization results for correct system identification $c_{AEC,1} = h_1[k]$ and $c_{AEC,2}[k] = h_2$, Figure 4.24 shows results for $c_{AEC,1} = h_1 + n$ and $c_{AEC,2} = h_2 - n$. Since the same disturbance vector $n$ was used, $||e_{AEC}[k]||^2$ in (4.4.22) still equals zero. Figure 4.24 shows that inversion fails even if the disturbance $n$ is of very low power. Since estimation errors always occur during filter convergence and while tracking of time-variant RIRs and due to the so-called tail-effect of stereo acoustic echo cancellation, multi-loudspeaker system inversion is often not sufficiently robust to be used in quickly changing real-world systems.

Multiple Microphones (SIMO LRC)

Spatial robustness can be increased by using multiple microphones as depicted in Figure 4.25.

The LRC filter in Figure 4.25 aims at equalization of the RIRs to all reference microphones and, by this, at a mean equalization for different spatial positions. For the following simulations a microphone geometry as depicted in Figure 4.26 was chosen.

In Figure 4.27, the LRC filter is designed for a single loudspeaker system ($P = 1$) and for $Q \in \{1, 12, 28\}$ reference microphones lying on a rectangle in the center of the specific panel. The room dimensions are (5.6 m x 4.375 m x 3.5 m) and the loudspeaker position is at (1.7 m, 2.0 m, 1.0 m).

It can be seen that the use of multiple microphones increases spatial robustness while the maximum achievable SRR enhancement decreases slightly from 14.8 dB to 12 dB. This is due to the fact that a multi-microphone LRC system leads to a mean equalization for the given spatial positions of the reference microphones.

Taking a closer look at the equalized systems for SIMO channels that are depicted in Figure 4.28 reveals that joint equalization of several RIRs
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from far speaker

Figure 4.25: Multi-channel setup for listening-room compensation.

Figure 4.26: Example for $Q = 12$ microphones placed on a rectangle.

Figure 4.27: Spatial robustness of LRC filter in terms of SRRE as a function of the location for $P = 1$ loudspeaker and varying number of microphones. (a) 1 reference microphone, (b) 12 reference microphones, and (c) 28 reference microphones.

by means of one single LRC filter may not be possible especially in higher frequency regions. Panels (a)-(d) of Figure 4.28 show two RIRs $h_{\{1,2\}}$ and the corresponding RTFs $h_{\{1,2\}}$ in grey as well as the corresponding equalized systems $v_{\{1,2\},\text{ind}} = H_{CM,\{1,2\}}c_{EQ,\{1,2\},\text{ind}}$ and $v_{\{1,2\},\text{ind}}$ in black in
Figure 4.28: Equalization of SIMO channel: (a) and (c) show RIRs and equalized system for independently designed equalizers $c_{EQ,\{1,2\},ind}$ for filter length $L_{EQ} = 1024$, (e) and (g) show the same RIRs and equalized systems for jointly designed equalizer for filter length $L_{EQ} = 1024$, (b), (d), and (f) corresponding transfer functions in dB.

time- and frequency-domain, respectively, for the case that an individual
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LRC filter \( c_{\text{EQ},\{1,2\},\text{ind}} \) is designed for each RIR. Panels (e)-(h) of Figure 4.28 show the same RIRs and RTFs in grey, however, this time one single LRC filter is designed to equalize both RIRs at the same time, resulting in the equalized systems \( \mathbf{v}_{\{1,2\},\text{SIMO}} = \mathbf{H}_{CM,\{1,2\}} \mathbf{c}_{\text{EQ},\text{SIMO}} \) and \( \mathbf{v}_{\{1,2\},\text{SIMO}} = \mathbf{F} \mathbf{v}_{\{1,2\},\text{SIMO}} \) (black lines) in time- and frequency-domain, respectively. Robustness of LRC filters depends on frequency as described in [RWK00] which is clearly visible for the higher frequencies of the equalized TFs \( \mathbf{v}_{\{1,2\},\text{SIMO}} \) in panels (f) and (h).

**Multiple Microphones and Multiple Loudspeakers (MIMO)**

If a second loudspeaker is added to the system the overall performance is increased as it can be seen from the achievable maximum SRRE values in **Figure 4.29**. However, using multiple loudspeakers again leads to a loss of spatial robustness which becomes obvious by comparing panels (a) of Figures 4.27 and 4.29.

![Figure 4.29](image)

**Figure 4.29:** Spatial robustness of listening-room compensation in terms of SRRE as a function of the location for \( P = 2 \) loudspeakers and varying number of microphones. (a) 1 reference microphone, (b) 12 reference microphones, and (c) 28 reference microphones.

It can, thus, be stated that robustness of LRC filters can be increased by using multiple microphones and performance can be increased by the use of multiple loudspeakers. As shown in panel (c) of Figure 4.29 a good LRC filter performance can be achieved in a spatial area of \( \approx 15 \text{ cm} \) diameter by a system using \( P = 2 \) loudspeakers and \( Q = 28 \) microphones. Depending on the chosen microphone array geometry it is possible to decrease the number of needed microphones or to increase the spatially robust area.

An example for an equalized MIMO system using \( P = 3 \) loudspeakers and \( Q = 2 \) microphones is shown in **Figure 4.30**. It can be seen, that mathematically, a good equalization performance can be achieved by MIMO LRC
filters designed according to MINT. In frequency-domain the desired high-pass characteristic is approximated quite well and in time-domain the reflections are suppressed below $\approx 40\, \text{dB}$.

![Graphs showing impulse responses and transfer functions.](image)

**Figure 4.30:** Equalization of MIMO system with $P=3$ loudspeakers and $Q=2$ microphones: (a) and (b) RIRs (grey) and equalized systems (black); (b) and (d) corresponding transfer functions in dB. $L_{EQ} = 1024$.

### 4.5 Gradient Algorithms for Listening-Room Compensation

The least-squares equalizer discussed in the previous sections suffers from the problem to invert the channel convolution matrix $H_{CM}$ (cf. (4.4.16)) which may have a size of several thousand. Since the RIR is time varying, e.g. due to changes in the acoustic environment or changes caused by moving speakers, the LRC filter coefficients have to be recalculated frequently. Even minor RIR changes require a recalculation of the complete LRC filter
Thus, for time-variant acoustic environments the computational complexity of the least-squares LRC approach (4.4.6) is by far too high, particularly for a real-time implementation.

Adaptive filters with appropriate learning algorithms based on the well-known least-mean-squares (LMS) algorithm are capable of tracking time-variant conditions by minimizing the time-varying error signal $e_{\text{EQ}}[k]$. Examples known from the field of active noise control (ANC) are the filtered-X LMS (FxLMS) [WSS81] or the modified filtered-X LMS (mFxLMS) [Bja92, KM96] (cf. Sections 4.5.1 and 4.5.2). In this thesis, a decoupled version of the mFxLMS with a faster convergence speed will be derived which was introduced in [GKMK08a, GKMK08b] and is derived in Section 4.5.3 in detail in time-domain and block-frequency-domain. This algorithm allows for an overclocking of the filter update and, by this, for even faster convergence at the cost of additional computational load which is, however, still by far lower than the computational load of the direct least-squares approach in (4.4.6). The decoupled filtered-X least-mean-squares (dFxLMS) algorithm will be evaluated under realistic conditions including ambient noise and estimation errors of the room impulse response (RIR) in Section 4.5.3.

### 4.5.1 The Filtered-X LMS

A benchmark for adaptive equalization known from ANC systems is the filtered-X least-mean-squares (FxLMS) algorithm [WS85, BQ00] which is depicted in Figure 4.31. The FxLMS was developed independently by Widrow et al. [WSS81] and Burgess [Bur81] in the early 1980’s. It differs from the conventional LMS algorithm (cf. Section 3.2.1) by prefiltering of the input signal of the update path with the RIR to be equalized (signal $r[k]$ in Figure 4.31).

![Figure 4.31: Block diagram of filtered-X LMS (FxLMS).](image-url)

As depicted in Figure 4.31, the speech signal $s[k]$ is processed by the LRC filter $c_{\text{EQ}}[k]$ which precedes the acoustic channel $h[k]$. The aim of the
equalizer is to minimize the Euclidean distance between the equalized system \( v[k] = H \text{CM}[k]c_{EQ}[k] \) and the desired target system \( d \). The input signal of the LMS update path has to be filtered with the acoustic channel \( h[k] \) to ensure convergence of the algorithm [WS85]. Thus, as for the least-squares equalizer, knowledge about the RIR is needed which is not available in real-world systems. Thus, an estimate \( \hat{h}[k] \) of the RIR (known as the plant model in ANC systems) is needed. Such an estimate can be generated by an AEC filter as described in Chapter 3. The combination of LRC systems and AEC systems will be topic of Chapter 5. Since changes of the filter coefficients \( c_{EQ}[k] \) using the FxLMS algorithm do not have an immediate impact on the error signal \( e_{EQ}[k] \) due to the delay of the RIR, a small step-size \( \mu \) for the filter update is required to ensure stability. Thus, especially if a large filter length is needed, the FxLMS algorithm suffers from slow convergence.

The FxLMS algorithms can be written in matrix/vector notation as summarized in **Algorithm 1**.

**Algorithm 1** Filtered-X LMS (FxLMS)

1: \( r[k] = H_{\text{CM}}^T[k]s_{I}[k] \)
2: \( e_{EQ}[k] = s_{II}^T[k]H_{\text{CM}}[k]c_{EQ}[k] - s_{II}^T[k]d \)
3: \( c_{EQ}[k+1] = c_{EQ}[k] + \mu_{\text{FxLMS}}r[k]e_{EQ}[k] \)

In Algorithm 1,

\[
\begin{align*}
c_{EQ}[k] &= \begin{bmatrix} c_{EQ,0}[k], c_{EQ,1}[k], \ldots, c_{EQ,L_{EQ}-1}[k] \end{bmatrix}^T 
\end{align*}
\]

is the time-varying coefficient vector of the LRC filter, \( H_{\text{CM}}[k] \) is the channel convolution matrix as defined in (4.2.7) and

\[
\begin{align*}
\hat{H}_{\text{CM}}[k] &= \text{convmtx} \left\{ \begin{bmatrix} \hat{h}_0[k], \hat{h}_1[k], \ldots, \hat{h}_{L_{\hat{h}}-1}[k] \end{bmatrix}^T_{L_{\text{EQ}}} \right\} 
\end{align*}
\]

the corresponding channel convolution matrix of size \( L_{\hat{h}} + L_{\text{EQ}} - 1 \times L_{\text{EQ}} \) generated by the coefficients of the channel estimate vector \( \hat{h}[k] \). \( d \) is the coefficient vector of the desired system as defined in (4.4.3), \( r[k] \) is the signal vector in the update path after convolution with the channel estimate and \( s_{\{I,II\}}[k] \) is the input signal vector given here for two different lengths that
are needed in Algorithm 1:

\[ r[k] = [r[k], \ldots, r[k - L_{EQ} + 1]]^T \]  
\[ s_I[k] = [s[k], \ldots, s[k - L_h - L_{EQ} + 2]]^T, \]  
\[ s_{II}[k] = [s[k], \ldots, s[k - L_h - L_{EQ} + 2]]^T. \]

The lengths of the RIR, the RIR estimate, the LRC filter and the desired system are denoted by \( L_h \), \( L_{\hat{h}} \), \( L_{EQ} \), and \( L_d \), respectively.

### 4.5.2 The Modified Filtered-X LMS

To overcome the problem of a heavily reduced allowed convergence speed in comparison to the conventional LMS algorithm, several approaches have been proposed in the literature [BQ00, Bou03, ABZ07], such as a fast version of the FxLMS [Dou97], the adjoint-LMS [Wan96, BQ00], the filtered-u LMS [KM96], the filtered \( \epsilon \) LMS [Bou03] or the modified filtered-X LMS (mFxLMS) algorithm [Bja92, RF94, KNKP94]. The latter is depicted in Figure 4.32 since an enhanced version of the modified filtered-X least-mean-squares (mFxLMS) will be derived in the following Subsection 4.5.3.

![Figure 4.32: Block diagram of modified Filtered-X LMS (mFxLMS).](image)

The reason for slower convergence of the FxLMS compared to the conventional NLMS, i.e. that the LRC filter precedes the acoustic channel and, by this, has no immediate influence on the error signal \( e_{EQ}[k] \), is avoided by the mFxLMS by exchanging the order of LRC filter \( c_{EQ}[k] \) and RIR (estimate) \( \hat{h}[k] \) in the update path. By this, the filter update is based on a modified error signal \( e_{EQ,\text{mod}}[k] \) which is directly influenced by the LRC filter \( c_{EQ}[k] \). Please note, that the error signal \( e_{EQ}[k] \) in Figure 4.32 is no longer needed for the algorithm itself, but e.g. for assessment of the algorithm’s performance by objective quality measures (cf. e.g. Appendix A.2.1).
The original LRC filter preceding the acoustic channel $h[k]$ in Figure 4.32 is now just updated by copying the filter coefficients. The filter update is now based on the RIR estimate $\hat{h}[k]$ only. Assuming a correct system identification ($\hat{h}[k] = h[k]$), the convergence performance of the mFxLMS depicted in Figure 4.32 is the same as for the conventional NLMS algorithm because the update of the filter coefficients has direct impact on the error signal $e_{EQ,mod}[k]$. In contrast to the FxLMS, the calculation of the error signal of the modified FxLMS $e_{EQ,mod}[k]$ is independent of the true room impulse response $h[k]$ and, thus, independent of the microphone signal $y[k]$. Algorithm 2 summarizes the mFxLMS.

Algorithm 2 Modified filtered-X LMS (mFxLMS)

1: $r[k] = \hat{H}_{CM}^T[k]s_1[k]$
2: $e_{EQ,mod}[k] = r^T[k]c_{EQ}[k] - s_1^T[k]d$
3: $c_{EQ}[k+1] = c_{EQ}[k] + \mu_{mFxLMS}r[k]e_{EQ,mod}[k]$

The mFxLMS has been extended to the multi-channel case in [ESN87, Dou95, Dou97] and enhanced versions based on the RLS [BQ00] or APA have been proposed in [Dou95, Bou03, ABZ07]. An enhanced version of the mFxLMS for the purpose of LRC will be introduced in the following.

4.5.3 The Decoupled Filtered-X LMS

The mFxLMS depicted in Figure 4.32 and described by Algorithm 2 already allows for a larger step-size than the conventional FxLMS and, thus, for faster convergence. Since the filter update path is more or less independent of the system which should be equalized, i.e. the error signal in line 2 of Algorithm 2 is independent of the real RIR and only the estimate or model is used, the update path can also be excited by an independent signal $s_{dec}[k]$ as it is shown in Figure 4.33 for switch $S_1$ in the depicted position. $S_1$ switches between modified FxLMS (mFxLMS) and decoupled FxLMS (dFxLMS). By the possibility to arbitrarily choose the filter input signal $s_{dec}[k]$, even faster convergence can be achieved. Best convergence would be archived for so-called perfect sequences [AD94] as an input signal for the NLMS $r[k]$. Since generation of such a signal by crafting the excitation signal $s_{dec}[k]$ at the input of the RIR estimate is difficult, a white Gaussian excitation for $s_{dec}[k]$ can be used. An additional advantage of the proposed algorithm is the fact that with a decoupled input signal for the update path an overclocking of the filter update is possible and, by this a trade-off between convergence speed and computational complexity. The proposed dFxLMS
algorithm is summarized in Algorithm 3. Here, $O \geq 1, O \in \mathbb{N}$ is the overclocking factor. The term overclocking does not mean over-sampling since this would affect both, the sampling rate of the signals and the systems. The sampling rate of the systems, such as that of $\hat{h}[k]$, remains unchanged while more than one input sample $s_{\text{dec}}[k]$ is processed before copying the filter weights $c_{\text{EQ}}[k]$ to the upper branch. **Algorithm 3** summarizes the single-channel dFXLMS algorithm in time-domain.

**Algorithm 3** Decoupled version of modified filtered-X LMS (dFxLMS)

1: for $i = 0 : O - 1$ do
2: $r[k + i] = \hat{H}_{\text{CM}}^T[k]s_{\text{dec}}[k + i]$
3: $e_{\text{EQ, mod}}[k + i] = r^T[k + i]c_{\text{EQ}}[k + i] - s_{\text{dec}}^T[k + i]d$
4: $c_{\text{EQ}}[k + i + 1] = c_{\text{EQ}}[k + i] + \mu_{\text{dFxLMS}}r[k + i]e_{\text{EQ, mod}}[k + i]$
5: end for
6: Copy updated EQ coefficients $c_{\text{EQ}}[k + i + 1]$ to upper branch

**Multi-Channel Frequency-Domain Implementation**

To further decrease the computational complexity, the developed dFxLMS algorithm will be derived in frequency-domain in the following. Furthermore, it will be extended to the multi-channel case to allow for an
increased performance and spatial robustness (cf. Section 4.4.3). The frequency-domain description is based on the multi-delay filtering approach [Shy92, MAG95, SP90, KNHOb98, BQ00]. The multi-delay filter described in Section 2.2 can be extended to the MIMO case by \[ \text{Y}[\ell] = GX[\ell]H[\ell] \] (4.5.6)

using the definitions of the DFT matrix \( F_{2L \times L} \) as defined in (2.2.5), the shifting matrix \( \tilde{I}_{2L \times 2L} \) as defined in (2.2.17), the constraining matrix \( G \) of size \( 2L \times 2L \) as defined in (2.2.21) and the block-frequency-domain channel matrix

\[
H[\ell] = \text{bdiag}\left\{ F_{2L \times L}, F_{2L \times L}, ..., F_{2L \times L} \right\} H[\ell],
\]

(4.5.7)

of size \( 2LL'_h P \times Q \) defined by transforming all RIRs

\[
H[\ell] = \begin{bmatrix}
    h_{11}[\ell] & \cdots & h_{1Q}[\ell] \\
    \vdots & \ddots & \vdots \\
    h_{P1}[\ell] & \cdots & h_{PQ}[\ell]
\end{bmatrix}
\]

(4.5.8)

and, by this, is a straightforward generalization of the single-channel/single-block input-signal matrices

\[
\bar{X}_p[\ell] = \text{diag}\left\{ F_{2L \times L}x_p[\ell] + \tilde{I}_{2L \times 2L} F_{2L \times L}x_p[\ell - 1] \right\},
\]

(4.5.10)

\[
x_p[\ell] = [x_p[\ell L], x_p[\ell L + 1], ..., x_p[(\ell + 1)L - 1]]^T
\]

(4.5.11)

and, by this, is a straightforward generalization of the single-channel definitions in (2.2.15) and (2.2.16).

The signal matrix for the update path of the block-frequency-domain adaptive filter

\[
\mathbf{S}[\ell] = \begin{bmatrix}
    \bar{S}[\ell], \ldots, \bar{S}[\ell - L'_h + 1]
\end{bmatrix},
\]

(4.5.12)

\[
\bar{S}[\ell] = \text{diag}\left\{ F_{2L \times L}s[\ell] + \tilde{I}_{2L \times 2L} F_{2L \times L}s[\ell - 1] \right\},
\]

(4.5.13)
is defined in dependence of switch $S_1$ in Figure 4.33 either based on the signal $s[k]$ as in

$$s[\ell] = [s[\ell L], s[\ell L + 1], \ldots, s[(\ell + 1)L - 1]]^T \tag{4.5.14}$$

or on the decoupled input signal $s_{\text{dec}}[k]$ as in

$$s[\ell] = [s_{\text{dec}}[\ell L], s_{\text{dec}}[\ell L + 1], \ldots, s_{\text{dec}}[(\ell + 1)L - 1]]^T. \tag{4.5.15}$$

The input signal $S[\ell]$ has to be filtered by each block-frequency-domain channel estimate $\hat{h}_{pq}[\ell] = \text{bdiag}\{F_{2L \times L}, F_{2L \times L}, \ldots, F_{2L \times L}\} \hat{h}_{pq}[\ell]$ to obtain

$$r_{pq}[\ell] = GS[\ell] \hat{h}_{pq}[\ell]. \tag{4.5.16}$$

After transforming (4.5.16) to time-domain,

$$r_{pq}[\ell] = W^{01}_{L \times 2L} F^{\text{rev}}_{2L \times 2L} S[\ell] \hat{h}_{pq}[\ell], \tag{4.5.17}$$

the block-frequency-domain signal matrix $R_{pq}[\ell]$ can be defined as

$$R_{pq}[\ell] = \left[\tilde{R}_{pq}[\ell], \ldots, \tilde{R}_{pq}[\ell - L'_h + 1]\right], \tag{4.5.18}$$

$$\tilde{R}_{pq}[\ell] = \text{diag}\{F_{2L \times L} r_{pq}[\ell] + I_{2L \times 2L} F_{2L \times L} r_{pq}[\ell - 1]\}, \tag{4.5.19}$$

for each loudspeaker-microphone pair $\{p, q\}$ in the usual way. For the following derivations the matrices (4.5.18) can be concatenated to result in a matrix

$$R_q[\ell] = [R_{1q}[\ell], \ldots, R_{pq}[\ell]] \tag{4.5.20}$$

containing the sub matrices for all loudspeakers $p = 1..P$ and a matrix

$$R_p[\ell] = [R_{p1}[\ell], \ldots, R_{pQ}[\ell]] \tag{4.5.21}$$

containing the sub matrices for all microphones $q = 1..Q$.

The block-frequency-domain error signal matrix $E_{\text{EQ,mod},q}[\ell]$ for each reference microphone $q$ can then be calculated by

$$E_{\text{EQ,mod},q}[\ell] = \hat{Y}_q[\ell] - GR_q[\ell] c_{\text{EQ}}[\ell]. \tag{4.5.22}$$
In (4.5.22), \( \hat{Y}_p[\ell] \) is the desired signal which results from filtering the input signal \( S[\ell] \) with the respective desired system \( d_q \) for each channel \( q \).

\[
\hat{Y}_q[\ell] \triangleq \begin{bmatrix} \hat{Y}_q[\ell], \ldots, \hat{Y}_q[\ell-L'_h+1] \end{bmatrix},
\]

(4.5.23)

\[
\hat{Y}_q[\ell] = \text{diag}\{F_{2L\times L} \hat{y}_q[\ell]+\tilde{I}_{2L\times 2L} F_{2L\times L} \hat{y}_q[\ell-1]\},
\]

(4.5.24)

\[
\hat{y}_q[\ell] = \text{diag}\{F_{2L\times L} \hat{y}_q[\ell], \ldots, F_{2L\times L} \hat{y}_q[\ell-L'_h+1]\},
\]

(4.5.25)

\[
S[\ell] = \begin{bmatrix} \hat{S}[\ell], \ldots, \hat{S}[\ell-L'_v+1] \end{bmatrix}
\]

(4.5.26)

Please note, that the definition of \( S[\ell] \) in (4.5.26) slightly differs from that in (4.5.12). However, since the only difference is the number of input blocks taken into account (\( L'_h \) in (4.5.26) and \( L'_h \) in (4.5.12)) to match the respective length for the block-frequency-domain filtering, no explicit distinction will be made in the following to increase readability.

The block-frequency-domain LRC filter coefficients \( c_{EQ}[\ell] \) already used in (4.5.22) are defined as a stacked vector containing all \( p \) channels.

\[
c_{EQ}[\ell] = \text{bdiag}\{F_{2L\times L}, F_{2L\times L}, \ldots, F_{2L\times L}\} c_{EQ}[\ell]
\]

(4.5.27)

\[
c_{EQ}[\ell] = \begin{bmatrix} c_{EQ,1}[\ell], c_{EQ,2}[\ell], \ldots, c_{EQ,P}[\ell] \end{bmatrix}^T
\]

(4.5.28)

\[
c_{EQ,p}[\ell] = \begin{bmatrix} c_{EQ,p,0}[\ell], c_{EQ,p,1}[\ell], \ldots, c_{EQ,p,L_{EQ}-1}[\ell] \end{bmatrix}^T
\]

(4.5.29)

A joint error signal

\[
E_{EQ,mod}[\ell] = \sum_{q=1}^{Q} E_{EQ,mod,q}[\ell],
\]

(4.5.30)

\[
= \sum_{q=1}^{Q} \hat{Y}_q[\ell] - GR_q[\ell]c_{EQ}[\ell],
\]

(4.5.31)

\[
= \hat{Y}[\ell] - GR[\ell]c_{EQ}[\ell]
\]

(4.5.32)

can be defined as the sum of the error signals for each channel \( q \) given in
(4.5.22) with the definitions

\[
\hat{Y}[\ell] = \sum_{q=1}^{Q} \hat{Y}_q[\ell], \quad (4.5.34)
\]

\[
R[\ell] = \sum_{q=1}^{Q} R_q[\ell]. \quad (4.5.35)
\]

A cost function \( J[\ell] \) [SP90] to obtain a block-frequency-domain version of the dFxLMS can be defined as

\[
J[\ell] = (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} \text{tr}\{E_{EQ,mod}[i]^H E_{EQ,mod}[i]\} \quad (4.5.36)
\]

with the exponential forgetting factor \( 0 \leq \alpha \leq 1 \). The gradient \( \nabla_{c_{EQ}} J[\ell] \) will be calculated using (4.5.33) in the following to obtain the minimum of \( J[\ell] \) [BR72].

\[
\nabla_{c_{EQ}} J[\ell] = 2 \frac{\partial J[\ell]}{\partial c_{EQ}}
\]

\[
= 2 \frac{\partial}{\partial c_{EQ}} (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} \left( \hat{Y}[i] - G R[i] c_{EQ} \right)^H \cdot \left( \hat{Y}[i] - G R[i] c_{EQ} \right) \quad (4.5.38)
\]

Using the Wirtinger calculus (3.3.22) [Hay02] and setting (4.5.38) to zero we obtain

\[
0 = 2 (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} \left( -R[i] G^H \right) \left( \hat{Y}[i] - G R[i] c_{EQ} \right).
\]

(4.5.39)

With \( G^H G = G \) (cf. Appendix D.1 for a proof) and \( G^H \hat{Y}[\ell] = \hat{Y}[\ell] \) (cf. Appendix D.2) we obtain the frequency-domain normal equation

\[
\hat{\Phi}_{RR}[\ell] c_{EQ}[\ell] = \hat{\Phi}_{RY}[\ell] \quad (4.5.40)
\]

with the CPSD vector between filtered-X signal \( R[\ell] \) and the desired signal \( \hat{Y}[\ell] \)

\[
\hat{\Phi}_{RY}[\ell] = (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} R[i] \hat{Y}[i] \quad (4.5.41)
\]
and the APSD matrix of the filtered-X signal $\mathbf{R}[\ell]$

$$\hat{\phi}_{RR}[\ell] = (1 - \alpha) \sum_{i=0}^{\ell} \alpha^{\ell-i} \mathbf{R}^H[\ell] \mathbf{G} \mathbf{R}[\ell].$$  \hspace{1cm} (4.5.42)

To obtain iterative update equations, (4.5.41) can be rewritten in its recursive form that can easily be obtained by extracting $\hat{\phi}_{RY}[\ell - 1]$ from the sum in (4.5.41) and reintroducing $\hat{\phi}_{RY}[\ell - 1]$ to result in (4.5.43). Similarly, (4.5.44) can be obtained from (4.5.42).

$$\hat{\phi}_{RY}[\ell] = \alpha \hat{\phi}_{RY}[\ell - 1] + (1 - \alpha) \mathbf{R}^H[\ell] \hat{\mathbf{Y}}[\ell]$$  \hspace{1cm} (4.5.43)

$$\hat{\phi}_{RR}[\ell] = \alpha \hat{\phi}_{RR}[\ell - 1] + (1 - \alpha) \mathbf{R}^H[\ell] \mathbf{G} \mathbf{R}[\ell].$$  \hspace{1cm} (4.5.44)

The normalization factor $(1 - \alpha)$ is usually chosen close to one for speech PSD estimation and assures an asymptotically unbiased estimate [Bri75, Her05].

Introducing (4.5.40) in terms of $\ell$ and $\ell - 1$ for $\hat{\phi}_{RY}[\ell]$ and $\hat{\phi}_{RY}[\ell - 1]$ in (4.5.43) leads to

$$\hat{\phi}_{RR}[\ell] \mathbf{c}_{EQ}[\ell] = \alpha \hat{\phi}_{RR}[\ell - 1] \mathbf{c}_{EQ}[\ell - 1] + (1 - \alpha) \mathbf{R}^H[\ell] \hat{\mathbf{Y}}[\ell]$$  \hspace{1cm} (4.5.45)

where the dependency of $\hat{\phi}_{RR}[\ell - 1]$ can be eliminated using (4.5.44).

$$\hat{\phi}_{RR}[\ell] \mathbf{c}_{EQ}[\ell] = \left( \hat{\phi}_{RR}[\ell] - (1 - \alpha) \mathbf{R}^H[\ell] \mathbf{G} \mathbf{R}[\ell] \right) \mathbf{c}_{EQ}[\ell - 1]$$

$$+ (1 - \alpha) \mathbf{R}^H[\ell] \hat{\mathbf{Y}}[\ell]$$  \hspace{1cm} (4.5.46)

$$= \hat{\phi}_{RR}[\ell] \mathbf{c}_{EQ}[\ell - 1]$$

$$+ (1 - \alpha) \mathbf{R}^H[\ell] \left( \hat{\mathbf{Y}}[\ell] - \mathbf{G} \mathbf{R}[\ell] \mathbf{c}_{EQ}[\ell - 1] \right)$$  \hspace{1cm} (4.5.47)

With the definition of the block-frequency-domain error vector $\mathbf{E}_{EQ,mod}[\ell]$ as given in (4.5.31) and after multiplying by $\hat{\phi}_{RR}^{-1}[\ell]$ from the left-hand side the update equation can be written as

$$\mathbf{c}_{EQ}[\ell] = \mathbf{c}_{EQ}[\ell - 1] + \mu \hat{\phi}_{RR}^{-1}[\ell] \mathbf{R}^H[\ell] \mathbf{E}_{EQ,mod}[\ell].$$  \hspace{1cm} (4.5.48)

Please note, that the smoothing factor $(1 - \alpha)$ has been replaced by the step-size $\mu$ in (4.5.48) to be consistent to the usual definition of a gradient update rule. The matrix $\mathbf{G}$, that leads to a high computational load during calculation of $\hat{\phi}_{RR}[\ell]$ in (4.5.44) can be roughly approximated by a diagonal matrix $\mathbf{G} \approx \mathbf{I}/2$, especially for larger matrix sizes [BM01], as visualized in
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Figure 4.34: Illustration of constraining matrix $G$ for different matrix sizes.

Figure 4.34. By this, the computational complexity of the filter update (4.5.48) is drastically reduced.

A schematic of the multi-channel dFxLMS algorithm is examplarily depicted in Figure 4.35 for $P = 2$ loudspeaker channels and $Q = 3$ microphone channels.

4.5.4 Simulation Results

In the following, the performance of the previously described FxLMS, mFxLMS and dFxLMS algorithms will be evaluated. The simulation results are based on RIRs $h_{pq}[\ell]$ characterized by room reverberation times of $\tau_{60} \approx 500$ ms. Although in practical environments an RIR is of infinite length, they have been truncated after $L_h = 4096$ samples due to sufficiently decay. The LRC filter length was chosen to $L_{EQ} = 1024$ at a sampling rate of $f_s = 8000$ Hz. The following simulations are given for $P = 1$ loudspeakers and $Q = 3$ microphones to lead to a spatially more robust design (compare Section 4.4.3). The delay introduced by the equalizer was $k_0 = 512$ samples for all channels.

Figure 4.36 compares the dFxLMS algorithm with the FxLMS and the mFxLMS by means of the system distance

$$D_{dB}[k] = 10\log_{10} \frac{\|H_{CM}[k]c_{EQ}[k] - d\|^2}{\|d\|^2}$$  \hspace{1cm} (4.5.49)$$

between the equalized system $H_{CM}[k]c_{EQ}[k]$ and the desired system $d$. For Figure 4.36 the RIR estimate is assumed to be perfectly known before the influence of RIR estimation errors will be analyzed in the following simulations.

It can be seen in Figure 4.36 that FxLMS and mFxLMS algorithms perform poor since their update is based on the highly correlated speech input signal.
Figure 4.35: Multi-channel structure for mFxLMS and dFxLMS algorithms for $P = 3$ loudspeakers and $Q = 2$ microphones.

$S[\ell]$. The mFxLMS algorithm (dashed line) performs slightly better than the conventional FxLMS algorithm. A large performance gain is achieved by the dFxLMS algorithm (dash-dotted line) even without overclocking. Please
note, that mFxLMS and dFxLMS algorithms are the same for speech input (switch S
1 in right position in Figures 4.33 and 4.35) and no overclocking. Thus, the distance between the dashed line (mFxLMS) and the dash-dotted line (dFxLMS, O = 1) is due to the white excitation used for $S_{dec}[\ell]$. Further performance gain is achieved if an overclocking factor $O \geq 1$ is used as it can be seen from the lower two curves.

Figure 4.37 shows simulation results for the more realistic case that the RIR is only imperfectly estimated. For this purpose the RIR estimate is generated by adding white Gaussian noise to the correct RIR with different SNRs of $-10$ dB (left panel of Figure 4.37) and 0 dB (right panel). Here, the term SNR denotes the ratio between RIR power $||h[k]||^2$ and error power $||\tilde{h}[k]||^2$. Please note, that more realistic errors $\tilde{h}[k]$ for RIR identification are described in Chapter 5 where mutual influences of the subsystems of AEC and LRC filter are analyzed (cf. e.g. Figure 5.11 on page 147). The following simulations would look very similar with a more realistic error.

As it can be seen from a comparison of Figure 4.36 and Figure 4.37, an imperfect estimate of the RIR leads to a decreased performance of the LRC filter. However, the dFxLMS algorithm still clearly outperforms FxLMS and mFxLMS algorithms. Although the dFxLMS algorithm is not more robust in terms of RIR estimation errors since it is just a quickly converging version of the mFxLMS algorithm, it becomes obvious from Figure 4.37 that the mFxLMS algorithm as well as the FxLMS algorithm are not suitable for a real-world hands-free scenario due to their slow convergence, whereas the dFxLMS algorithm can be applied in quickly changing environments. The dFxLMS converges towards the least-squares solution and, thus can be used as a real-time version for time-varying environments.
4.6 Weighted Least-Squares Equalization

As already stated in Section 4.2, e.g. during the discussion of Figure 4.9 on page 83, least-squares approaches for LRC filters may lead to mathematically small but clearly perceivable late echoes in the equalized IR. This is due to the fact that in the typical linear decay in logarithmic time-domain of an RIR, later echoes are partly masked by more early echoes for the human auditory system.

The phenomenon of masking occurs whenever one sound is rendered inaudible by another more dominant sound which may be presented even at a different frequency and/or time instance [FZ07]. Two different kinds of masking exist, i.e. frequency masking and temporal masking. Frequency masking describes the effect that the threshold of hearing is elevated by a sinusoidal tone or narrow-band noise (the masker) and another tone may be below this raised threshold even if it’s frequency is different from that of the masker [FZ07]. Effects of frequency masking are exploited in state-of-the-art audio coding such as MP3 or the advanced audio codec (AAC) [Bra97] as well as in noise reduction algorithms [Gus99, GMK06a].

Temporal masking, i.e. non-simultaneous masking, which will be used for the LRC filter design in the following is visualized in Figure 4.38. A sound which is below the masking level is inaudible even if it is presented after the masker is switched off (forward masking a.k.a. post-masking) or even before the masker is switched on (backward masking a.k.a. pre-masking). Temporal masking is due to the temporal processing found in the organ of Corti in the inner ear of animals and humans [Moo03].

The influence of temporal masking on impulse responses was analyzed in [Fie01]. The effects of forward masking and backward masking are limited
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Figure 4.38: Temporal masking effects (adapted from [VM06, FZ07]).

to 100 - 200 ms [Fie01, Moo97, OT89] and 5 - 20 ms [Raa61, Fie01, Moo97, DS84], respectively. Forward masking acts like simultaneous masking for about 4 ms and after this period a fall-off in masking is roughly -35 dB per octave [Fie01]. Forward masking can be described by the window function

\[ w_{FW} = \left[ \begin{array}{c} 1, 1, \ldots, 1 \end{array} \right]^{T} \]

with

\[ w_{0,k}^{\alpha_{w,WLS}} = 10^{\frac{3\alpha_{w,WLS}}{\log_{10}(K_{0}/K_{1})} + 0.5} \]

which is adapted from [MMK10, JMG11] with \( K_{0} = (t_{0} + 0.2)f_{s}, \) \( K_{1} = (t_{0} + 0.004)f_{s} \) and \( K_{2} = L_{h} + L_{EQ} - 1 - K_{1}. \) The time of the direct sound is denoted by \( t_{0} \) and \( \alpha_{w,WLS} \leq 1 \) is a factor that influences the steepness of the window. For \( \alpha_{w,WLS} = 1 \) the window corresponds to the forward masking found in human subjects.

Lags that occur in equalized IRs before the main peak are perceived as disturbing pre-echoes. Thus, a time-reversed version of \( w_{0} \) with steeper decay (here by using \( \alpha_{w,WLS} = 3 \) in (4.6.1)) is used for the lags before \( t_{0} \) as visualized in Figure 4.39 for a conventional RIR \( h \) (left panel) and for an equalized IR \( v = H_{CM}c_{EQ}^{LS}, \) resulting from processing of the RIR by an LS equalizer of length \( L_{EQ} = 1024 \) (right panel).

In the following, an LRC filter will be derived that allows for emphasizing suppression of later parts of the equalized IR. Instead of equally reducing the energy of all lags of the impulse response in (4.4.13) the window \( w \) can be used for the LRC filter design by minimizing

\[ e_{EQ}^{WLS} = W(H_{CM}c_{EQ}^{WLS} - d) \]
using the window function

\[ W = \text{diag}\{w\}, \quad (4.6.4) \]

\[ w = [w_0, w_1, \ldots, w_{L_h+L_{EQ}-2}]^T. \quad (4.6.5) \]

The derivative of the squared error in (4.6.3) w.r.t. the LRC filter coefficients is set to 0 to obtain the generalized or weighted least-squares equalizer.

\[
\frac{\partial \|e_{\text{EQ}}\|^2}{\partial (c_{\text{WLS}}^{\text{EQ}})^T} = H_{\text{CM}}^T W^T W H_{\text{CM}} c_{\text{WLS}}^{\text{EQ}} + \left((c_{\text{WLS}}^{\text{EQ}})^T H_{\text{CM}}^T W^T W H_{\text{CM}}\right)^T
\]

\[ -H_{\text{CM}}^T W^T W d - (d^T W^T W H_{\text{CM}})^T \]

\[ = 2H_{\text{CM}}^T W^T W H_{\text{CM}} c_{\text{EQ}}^{\text{WLS}} - 2H_{\text{CM}}^T W^T W d = 0 \quad (4.6.6) \]

\[
\Rightarrow c_{\text{EQ}}^{\text{WLS}} = (H_{\text{CM}}^T W^T W H_{\text{CM}})^{-1} H_{\text{CM}}^T W^T W d \quad (4.6.7)
\]

Please note that, for \( w = [1, 1, \ldots, 1]^T \), the weighted least-squares equalizer in (4.6.9) reduces to the conventional least-squares equalizer as defined in (4.4.6).

**Figure 4.40** shows an RIR \( h \) (room reverberation time \( \tau_{60} \approx 0.5 \) s) and the corresponding IR \( v \) processed by a weighted least-squares LRC filter (4.6.9) for a filter length of \( L_{\text{EQ}} = 4096 \) at a sampling rate of \( f_s = 8 \) kHz in time-domain (upper panel) and frequency-domain (lower panel). The RIR
as well as the LRC filter’s parameters are the same as for the LS equalizer used for Figure 4.9 on page 83 to allow for a direct comparison.

It can be seen from Figure 4.40 that disturbing late echoes as well as pre-echoes are reduced by applying the exponential window as shown in Figure 4.39 to the LRC filter (4.6.9). The weighted least-squares LRC filter squeezes the RIR to result in a quicker decay of the equalized IR $v$ than the original RIR $h$ in time-domain (upper panel). The problem of clearly perceivable late echoes above the original decay of the RIR can be reduced. On the other hand, the performance in frequency-domain is decreased as it can be seen from comparing Figures 4.40 and 4.9. Although the RIR is rather re-shaped than equalized, the term equalization is further used for all LRC approaches.

### 4.7 Room Impulse Response Shaping

The previously discussed weighted least-squares LRC approach already can be considered as an RIR shaping approach. Here, not perfect spectral flat-
ness of the overall system or an equalization towards one single peak or band-pass in time-domain is desired but only shortening or re-shaping of the RIR. To archive this goal, classical channel shortening concepts known from data transmission [FM73, Kam94, MYR96, MDEJ03] can be applied. For data transmission, channel-shortening concepts are usually used to shorten the effective channel at the receiving side e.g. to fit the guard interval in OFDM systems etc. In [KM05c, KM05b, KM06] these concepts were analyzed for the purpose of LRC and extended to shaping rather than shortening. By this approach the energy in the part of the RIR specified by a window $w_d$ is maximized. As a side condition the energy in that part of the RIR specified by a window $w_u = 1_{[L_{EQ}+L_h-1]} - w_d$ is kept constant. Common choices for the window function $w_d$ are e.g. [KM05b, JMGM11, KGD12a, KGD12b]

$$w_d = \begin{bmatrix} 0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0 \end{bmatrix}_{k_0}$$ (4.7.1)

or a generalization of (4.7.1)

$$w_d = \begin{bmatrix} w_{d,0}, \ldots, w_{d,L_{EQ}+L_h-1} \end{bmatrix}^T,$$ (4.7.2)

for which the window function

$$w_{d,k} = \begin{cases} 0 & \text{for } 0 \leq k \leq k_0 - 1, \\ 10^{\alpha_{w,IS}(k-k_0)} & \text{for } k_0 - 1 \leq k \end{cases}$$ (4.7.3)

could be chosen (between others) [KM05b, JMGM11, KGD13a, KGD13b]. In (4.7.1)-(4.7.3), $k_0$ is the allowed delay for the LRC filter (cf. also Section 4.4.1) and the factor $\alpha_{w,IS}$ has been chosen heuristically in [KM05b] to be $\alpha_{w,IS} = -3 \cdot 10^{-5}$.

A desired system $d_d$ and an undesired system $d_u$, i.e. the desired and undesired part of the equalized IR, can then be defined as [AEK01, KM05b]

$$d_d = \text{diag}\{w_d\}H_{CM}c_{EQ}^{\text{ISwPP}}$$ (4.7.4)

$$d_u = \text{diag}\{1 - w_d\}H_{CM}c_{EQ}^{\text{ISwPP}}.$$ (4.7.5)

Maximizing the energy of $d_d$ while keeping the energy of $d_u$ constant leads to impulse response shortening / shaping [MYR96, MDEJ03] by solving the generalized eigenvalue problem [KM05b, MYR96]

$$B_{BP} \cdot c_{EQ,\text{opt}}^{\text{ISwPP}} = A \cdot c_{EQ,\text{opt}}^{\text{ISwPP}} \cdot \lambda_{\text{max}}$$ (4.7.6)
with

\[ A = H_{CM}^H \text{diag} \{ w_u \}^H \text{diag} \{ w_u \} H_{CM} \]  
\[ B_{BP} = H_{CM,BP}^H \text{diag} \{ w_{BP,d} \}^H \text{diag} \{ w_{BP,d} \} H_{CM,BP} \]  

(4.7.7) \hspace{1cm} (4.7.8)

In (4.7.6), \( \lambda_{\text{max}} \) is the largest eigenvalue and \( c_{EQ,\text{opt}}^{\text{ISwPP}} \) the corresponding eigenvector, which is taken as the LRC coefficient vector [KM05b]. In (4.7.8) the modified RIR convolution matrix \( H_{CM,BP} \) results from convolution of \( h[k] \) with the desired system \( d[k] \) (here, BP exemplarily stands for 'band-pass'). Furthermore, the length of the window \( w_{BP,d} \) is increased by \( L_d - 1 \) samples compared to the original window \( w_d \). See [KM05b] for further details.

### 4.7.1 Spectral Post Processing

Although the RIR shortening method in (4.7.6) is effective in time-domain, colouration may be introduced in the frequency-domain as already reported in [KM05b]. This colouration can be reduced by post processing of the equalized system \( v = H_{CM} c_{EQ} \) by a linear prediction error filter as depicted in Figure 4.41.

![Figure 4.41: Linear prediction error filter for post processing after RIR reshaping for LRC.](image)

The error signal \( e_p[k] \) is weighted by the desired system \( d \) again to focus the predictor’s performance to the spectral area of interest [KM05b]. The error signal to calculate the predictor \( p \) can be expressed as

\[ e_{BP}[k] = s^T[k](Dv - DV_{-1}p), \]  

(4.7.9)

with \( p \) being the coefficient vector of the predictor, \( D \) being the convolution matrix built from the coefficients of the desired system vector \( d \), \( v \) the equalized system vector and \( V_{-1} \) is a convolution matrix made of \( v \) with an additional first row of zeros to take into account the delay of one sample.
as depicted in Figure 4.41 [KM05b]. The calculation of the vector $p$ that minimizes the target function $E\{e_{BP}^2[k]\}$ leads to [KM05b]

$$p = \left( V_{-1}^H D^H E\{s[k]s^H[k]\} D V_{-1} \right)^{-1} V_{-1}^H D^H E\{s[k]s^H[k]\} D v$$

(4.7.10)

Under the assumption of a white and stationary excitation signal $s[k]$ the correlation matrices $E\{s[k]s^H[k]\}$ vanish. The desired system $d$ causes don’t care region(s) outside of its cut-off frequencies. A further desired system can be applied to $e_{BP}[k]$ in order to generate an accordingly weighted signal at the loudspeaker [KM05b]. The spectral post processing approach can be applied as well to the shaping approach (4.7.6) as to the weighted least-squares approach in (4.6.9) if spectral peaks occur due to the solely time-domain minimization rules.

**Figure 4.42:** Impulse response shaping for an exponentially decreasing window $w_d$ in dB. (a) Impulse responses in time-domain in dB and (b) transfer functions in frequency-domain in dB.

**Figure 4.42** shows the described behaviour (a) in the time-domain and (b) in the frequency-domain. By shaping the original RIR (dotted line), a strong colouration is introduced (dashed line) in the frequency-domain. After post processing (solid line, $v = H_{CMcEQ,P}$) the colouration vanishes while time-domain behaviour is only slightly degraded ($v = H_{CMcEQ}$). Please note, that the IRs in Figure 4.42 (a) have been smoothed to better show the described effects.

An equalized system $v$ after application of the impulse response shortening LRC filter with post processing (ISwPP) designed according to (4.7.6) is
shown in Figure 4.43, again for the same parameters and the same RIR $h$ than for the LS equalizer (4.4.6) and the weighted LS equalizer (4.6.9). Results are similar to those depicted in Figure 4.40 for the weighted LS equalizer.

![Figure 4.43: RIR $h$ and equalized IR $v = H_{CM} c_{EQ}^{ISwPP}$ in time-domain in dB (upper panel) and the corresponding squared-magnitude spectra in dB (lower panel).](image)

### 4.7.2 Joint Time-Frequency Processing

An approach that jointly shapes the IR of the equalized acoustic channel and minimizes spectral distortions is described in [MKM09b, MKM09a, MMK10]. By this, no explicit post processing is necessary. Additionally, the psychoacoustic property of masking is explicitly exploited in the filter design approach described in [MMK10]. Furthermore, this approach is based on a gradient update strategy which avoids computationally complex matrix operations that are needed for the other approaches, e.g. for the inverse of the matrix $H_{CM}$ in (4.4.6), the inverse of $WH_{CM}$ in (4.6.9), both of size $(L_{EQ} + L_h - 1) \times L_{EQ}$, or the solution of the generalized eigenvalue problem in (4.7.6).
The approach in [MMK10] is based on the $p$-norm optimization problem

$$\min_{c_{EQ}} f(c_{EQ}) = \min_{c_{EQ}} \log \left( \frac{f_u(c_{EQ})}{f_d(c_{EQ})} \right)$$

with

$$f_d(c_{EQ}) = \|v_d\|_{p_d} = \left( \sum_{k=0}^{L_v-1} |v_{d,k}|^{p_d} \right)^{\frac{1}{p_d}}$$

and

$$f_u(c_{EQ}) = \|v_u\|_{p_u} = \left( \sum_{k=0}^{L_v-1} |v_{u,k}|^{p_u} \right)^{\frac{1}{p_u}}.$$ (4.7.13)

The optimization of (4.7.11) leads to a minimization of the $p$-norm of the unwanted part of the equalized system $v$ while simultaneously maximizing the $p$-norm of the desired part of the equalized system $v$. By choosing $p_d = p_u = 2$, the solution of (4.7.11) reduces to the least-squares solution. The advantage of the method in (4.7.11) is that by selecting appropriately large values for $p_d$ and $p_u$, the error is distributed evenly across the time coefficients in the unwanted part of the equalized IR $v$ while favoring the production of one dominant tap in the desired part, which leads to an overall good shaping.

As visible in Figure 4.44 the equalized system $v$ directly follows the masking curve found in the human auditory system and a smooth decay can be observed for the whole length of the equalized system $v$. For a more detailed discussion the interested reader is referred to the literature [MMK10, JMGM11, JMGM11, JMM12, MJM12].

## 4.8 Rating of the Sound Samples

In the following the four different LRC approaches (LS-EQ, WLS-EQ, ISwPP, ISwINO; cf. Table 4.3 on p. 74) will be compared by subjective listening tests. The listening tests have been described in Section 4.2.1. The sound samples were assessed regarding the four attributes *reverberant, coloured/distorted, distant,* and *overall quality* (cf. also Figure 4.5). The subjective ratings are shown in Figure 4.45 by means of box-plots.

The sound samples are ordered according to their median value for the respective attribute. Consequently, the order is different for the different sub-figures.
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The subjective ratings were normally distributed which allowed for conduction of an analysis of variance (ANOVA). A two-way ANOVA revealed significant main effects of attribute type \( \{ F(3, 2112) = 18.8, p < 0.001 \} \) and LRC approach \( \{ F(3, 2112) = 97.4, p < 0.001 \} \). Post-hoc comparisons (Bonferroni tests with level of significance set at 5\%) for the factor LRC approach showed statistical differences between all algorithms used with the highest quality for the ISwINO approach and the lowest for the LS approach. Generally, the shaping approaches (i.e. ISwPP and ISwINO) resulted in better rating scores than the least-squares approaches (i.e. LS and WLS). Increasing the filter length of the LS approach does not necessarily improve the subjective results considerably due to the fact that despite a 'good equalization' perceptually relevant late echoes and pre-echoes are clearly perceived as disturbing by the listeners (see e.g. sound samples no. 9 (\( L_{EQ} = 8192 \)) and no. 13 (\( L_{EQ} = 1024 \)) both for an RIR with \( \tau_{60} = 800 \) ms).

Figure 4.44: RIR \( h \) and equalized IR \( v = H_{CM} c_{EQ}^{ISwINO} \) in time-domain in dB (upper panel) and the corresponding squared-magnitude spectra in dB (lower panel).
Figure 4.45: Subjective rating of sound samples for attribute (a) reverberant, (b) coloured/distorted, (c) distant, and (d) overall quality
The differences in the subjective scores between all used attributes were also statistically significant. Therefore, a separate one-way ANOVA was conducted for each attribute to test the quality of the different LRC approaches. For the attribute *reverberant*, the best ratings (indicated by the lowest rating scores) were obtained for the ISwINO algorithm with a mean value of 1.6. The ratings achieved by the ISwINO were significantly better than all remaining algorithms. The scores for the ISwPP and the WLS approach were 1.3 and 1.4 points higher than for the ISwINO approach, respectively, (meaning that signals processed by the ISwPP or WLS approach were assessed as being more reverberant than those processed by the ISwINO). No statistically significant differences in rating were found between the ISwPP and WLS approach ($p=1.0$). The lowest quality for the attribute *reverberant* was found for the LS approach with the mean rating score of 4.1. Exactly the same trends were observed for the attribute *overall quality*. Slightly different trends regarding the statistical dependencies of the LRC approaches were observed for the attribute *distant*. The best quality scores were again obtained for the shaping approaches, however with no significant differences between the ISwINO and ISwPP algorithm ($p=0.164$). Both least-squares approaches were again assessed worse than the shaping approaches and resulted in on average 0.8 points higher rating scores. A different trend between the attributes might be related to the fact that for the assessment of the attribute *distant* the differences between the four different approaches were smaller than for the attribute *reverberant* or *overall quality*. Although it seems from panels (a) and (c) of Figure 4.45 that the variance for the attribute *distant* is higher, results show similar standard errors for attributes *reverberation* and *distant*. However, for the attribute *reverberant* subjects more often decided for the maximum score of a MOS of 5 (very reverberant) which may be due to the fact that a clearer anchor for high reverberation was given in the training samples than for 'very distant'. The post-hoc comparisons for the attribute *coloured* revealed again the significantly highest quality for the ISwINO approach. No significant differences were found between the ISwPP, WLS and LS algorithm, however, from Figure 4.45 it can be seen that the LS approach usually performs worse that the other approaches which may be due to the fact that late echoes typical for the LS approaches sometimes sound like distortions.

Statistically significant differences were found regarding the room reverberation time $\tau_{60}$ ($\{F(1, 1919) = 460.659, p < 0.001\}$). In general, better LRC filter performance can be observed for shorter $\tau_{60}$. The shorter room reverberation time $\tau_{60} \approx 500$ ms results in average in a better MOS of 1.1 than for $\tau_{60} \approx 950$ ms.
4.9 Chapter Summary

This chapter described the basic principles and problems of listening-room compensation (LRC) approaches for dereverberation of audio signals. A brief literature survey on different dereverberation techniques with a focus on methods for LRC has been given in Section 4.1.

Since for the task of quality assessment for reverberant and dereverberated signals no commonly accepted technical quality measures existed in literature, Section 4.2 focused on an evaluation of existing objective quality measures, mostly known from different fields, such as noise reduction, for the purpose of quality assessment for LRC algorithms. Hence, various objective measures have been compared to data obtained by subjective listening tests on LRC results. It was found, that quality measures exploiting information about the impulse response of the system under test perform well. If this information is not available (which is often the case for algorithms for dereverberation), objective quality measures should rely on advanced models of the human auditory system since such quality measures show highest correlation with the subjective ratings.

Different single-channel and multi-channel signal processing strategies for LRC aiming at either full equalization of the acoustic channel (cf. Sections 4.3 to 4.5) or shortening/shaping of the impulse response (cf. Section 4.6 to 4.7) have been introduced and discussed. For all LRC approaches, knowledge about the acoustic channel, i.e. the room impulse response, is necessary. Knowledge about the RIR is often assumed to be available, which, however, is usually not true in real-world systems. It is straightforward to use the system identification possibilities of acoustic echo cancellers discussed in Chapter 3 to obtain knowledge about the RIR. However, the RIR identification will always be imperfect in practical systems. Hence, problems arising due to this, i.e. the robustness against RIR perturbations caused by estimation errors as well as spatial mismatch between the RIR (from loudspeaker to listener) and the identified RIR (from loudspeaker to the reference microphone) have been analyzed. Methods to increase the robustness against estimation errors will be further topic of the following chapter.

Furthermore, a new type of gradient algorithm for LRC (cf. Section 4.5), i.e. the dFxLMS algorithm, has been proposed in Section 4.5.3 which converges quickly and is computationally efficient. The discussed LRC algorithms were compared to each other in Section 4.8 regarding the archived signal quality and it turned out that shaping approaches in general archive a better quality than algorithms for aiming at full equalization of the acoustic channel.
Chapter 5

Combination of Systems for Acoustic Echo Cancellation and Listening-Room Compensation

The preceding Chapters 3 and 4 introduced signal processing strategies for acoustic echo cancellation and listening-room compensation, respectively. If these signal processing concepts are applied as subsystems in hands-free teleconferencing systems they mutually influence each other since both systems usually are time-varying. This chapter, thus, analyzes the mutual influences of acoustic echo cancellation and listening-room compensation.

![Diagram](image.png)

**Figure 5.1:** Block diagram of a hands-free system containing LRC filter $c_{EQ}[k]$, AEC filter $c_{AEC}[k]$ and post-filter $p[k]$. 
A block diagram of such a hands-free system is shown in Figure 5.1, containing an listening-room compensation filter $c_{EQ}[k]$ to reduce reverberation caused by the RIR $h[k]$ and an acoustic echo cancellation filter $c_{AEC}[k]$ that can be used for identification of the RIR as well as identification of the concatenated system of LRC filter $c_{EQ}[k]$ and RIR $h[k]$, i.e. $v[k] = H_{CM}[k]c_{EQ}[k]$. The post-filter $p[k]$ can be used to further reduce acoustic echoes (or even for system identification if it is properly designed). 

The remainder of this chapter is organized as follows: Section 5.1 analyzes the influence of the AEC system performance on the LRC system, i.e. the influence of an imperfect estimate of the RIR on the LRC system. Furthermore, a method is proposed to increase the robustness of the LRC filter if information about the AEC system performance is available in terms of its system misalignment. Section 5.2 analyzes the influence of the LRC filter on the AEC system, i.e. the influence of the colouration of the AEC input signal introduced by the LRC filter in Section 5.2.1 and the identification of equalized impulse responses in Section 5.2.2. A combined system consisting of two AEC filters and an LRC filter is discussed in Section 5.3, before Section 5.4 concludes the chapter.

### 5.1 System Identification by AEC filters

As already emphasized in Chapter 4, a reliable estimate of the acoustic channel $h$ that has to be equalized is crucial for a satisfactory performance of the LRC filter. In the combined system depicted in Figure 5.2, two AEC filters $c_{AEC,1}[k]$ and $c_{AEC,2}[k]$ identify the time-varying acoustic channels. Please note, that the post-filter $p[k]$ depicted in Figure 5.1 will first be neglected in the following.

An estimate of the acoustic channel $h[k]$ can be obtained by an *inner AEC* $c_{AEC,1}[k]$ lying in parallel to the RIR. The *inner AEC* $c_{AEC,1}[k]$ provides an RIR estimate $\hat{h}[k]$ of length $L_{AEC}$ by minimizing the mean squared error $E\{|e_{AEC,1}[k]|^2\}$. This estimate is inevitable for the design of the LRC filter and, thus, can not be avoided in practical systems.

Please note, that, in general, channel identification can also be obtained blindly [YHC05], i.e. without reference signal. However, if a reference signal is available, as in the given structure depicted in Figure 5.2, channel identification based on the reference channel usually leads to better results.

In addition to the *inner AEC* $c_{AEC,1}[k]$, an *outer AEC* $c_{AEC,2}[k]$ can further reduce the acoustic echo $\psi[k]$. To achieve this, the *outer AEC* has to identify the equalized acoustic channel. The *outer AEC* $c_{AEC,2}[k]$ can either exploit the error signal of the *inner AEC* $e_{AEC,1}[k] = \psi[k] - \hat{\psi}_1[k]$ or work directly
on the microphone signal $y[k]$. This can be chosen by switch $S_1$ in Figure 5.2. For the latter case, the inner AEC is solely used for system identification needed for the LRC filter, but it does not contribute to the compensation of the acoustic echo.

### 5.1.1 LRC Performance in Dependence of AEC System Distance of the Inner AEC

Since the LRC filter has to be placed in front of the acoustic environment, an estimate of the RIR $h[k]$ is needed as it can be seen e.g. from (4.4.6). Even for the adaptive algorithms discussed in Section 4.5, an estimate of the RIR is needed for the update paths of the filtered-X LMS schemes. Since the LRC filter depends on a reliable estimate $\hat{h}[k]$ of the RIR to be equalized, the current convergence state of the inner AEC is particularly important for the LRC filter [GKMK08d].

An AEC provides an estimate of the RIR which can be used by the equalizer. Another method to access the RIR would be, for example, ongoing measurement by means of maximum length sequences (MLS) [BA83], sweeps [MM01] or similar excitation signals. However, this would be a protracted process because averaging over time is necessary and it would result in an audible perturbation for the near-end listener. Furthermore, system identification by means of measurement as well as by using an AEC filter never leads to the true RIR $h[k]$, but only to an erroneous version $\tilde{h}[k]$. If an AEC is used for system identification, firstly only the first part of the RIR is identified due to the limited AEC filter length $L_{AEC}$ while the tail of the RIR remains unidentified [BMS98b] as it is visualized in Figure 5.3. The
nature of the tail will of course have influence on the typical estimation error and, thus, have influence on the LRC filter error. Secondly, even the RIR estimate of the first $L_{\text{AEC}}$ filter coefficients will be biased due to the influence of the unmodelled tail [BMS98b, Kal07, GKMK07] which further increases the estimation error $\hat{h}[k]$.

\begin{align*}
    h[k] &= c_{\text{AEC}}[k] + \hat{h}[k] \\
    h[k] &= [h_0[k], h_1[k], \ldots, h_{L_h-1}[k]]^T \\
    c_{\text{AEC}}[k] &= [c_{\text{AEC},0}[k], c_{\text{AEC},1}[k], \ldots, c_{\text{AEC},L_{\text{AEC}}-1}[k], 0, \ldots, 0]^T
\end{align*}

In (5.1.1), $c_{\text{AEC}}[k]$ can be interpreted as an estimate $\hat{h}[k]$ for the true RIR $h[k]$, and $\hat{h}[k]$ is the estimation error (cf. also (3.1.1) to (3.1.3) on p. 34). Figure 5.4 shows the system of LRC filter $c_{\text{EQ}}[k]$ and AEC $c_{\text{AEC}}[k]$ and the decomposition of the RIR $h[k]$ into the part modelled by the AEC and the system misalignment $\hat{h}[k]$.

The AEC filter is updated by minimizing its error signal $E\{e^2_{\text{AEC}}[k]\}$ by a gradient algorithm (e.g. the PFBLMS [Shy92]). Thus, especially in periods of initial convergence or after RIR changes the system identification is insufficient and an LRC filter designed on its basis will introduce severe speech distortions.
5.1 System Identification by AEC filters

Figure 5.4: Combined system of LRC filter and acoustic echo canceller. The RIR can be split into a part modelled by the AEC $c_{AEC}[k]$ and the system misalignment $\tilde{h}[k]$.

To visualize the performance of the LRC filter in dependence of the AEC filter’s performance, the convergence curves of the dFxLMS algorithm (cf. Section 4.5.3) are shown in Figure 5.5 in terms of signal-to-reverberation-ratio enhancement (SRRE) for different system distances $D_{dB} = 10\log_{10}\frac{||\tilde{h}||^2}{||h||^2}$ of the inner AEC. Low values for $D_{dB}$ are reached for a well converged AEC that delivers reliable RIR estimates. $D_{dB} = 0$ dB indicates initial convergence.

The performance is shown exemplarily for the two impulse responses $h_3$ (left panels) and $h_4$ (right panels) which were already depicted in Figure 3.6 on page 40. It can be seen that the performance of the LRC filter increases with the convergence of the inner AEC. If the AEC performance is poor, the LRC performance is drastically reduced. If a certain amount of system identification is reached ($D_{dB} < -2$ dB) an enhancement in terms of SSR can be obtained.

In panel (d) of Figure 5.5, two additional curves are depicted in thicker lines that show the influence of the overclocking factor $O$ of the dFxLMS algorithm for a relative system distance of $D_{dB} = -11$ dB. It can be seen that faster convergence of the LRC filter can be obtained by increasing $O$ as already discussed in Section 4.5.4 for the dFxLMS algorithm. However, the maximum performance of the LRC filter after convergence is determined by the relative system distance of the inner AEC filter $D_{dB}$. 
Figure 5.5: LRC performance in terms of SRRE obtained by the LRC filter for different system distances $D_{dB}$ of the inner AEC. Input signal is white Gaussian noise. Panels (c) and (d) show results for the different RIRs depicted in panels (a) and (b), respectively.

5.1.2 Increasing LRC Robustness based on AEC Performance

Estimation errors $\tilde{h}[k]$ are inevitable in practically relevant systems and, as shown before, may drastically decrease the LRC filter performance. LRC filters that have large energy may also lead to large distortions in case of estimation errors $\tilde{h} \neq 0$. To decrease the energy of the inverse filters, a regularization term $\delta ||c_{EQ}||^2$ can be incorporated in the cost function to be minimized [HDM07, KGD13b].

$$\arg\min_{c_{EQ}} e_{EQ,\delta} = ||H_{CM} c_{EQ} - d||^2 + \delta ||c_{EQ}||^2$$ (5.1.4)

In (5.1.4), $\delta$ is a regularization parameter controlling the ratio between minimization of the error energy $||H_{CM} c_{EQ} - d||^2$ and the energy of the LRC filter $||c_{EQ}||^2$. Setting the gradient of (5.1.4) to 0, i.e.

$$\frac{\partial e_{EQ,\delta}}{\partial c_{EQ}} = 2H_{CM}^T H_{CM} c_{EQ} - 2H_{CM}^T d + 2\delta c_{EQ} = 0,$$ (5.1.5)
leads to the regularized LS LRC filter [HDM07, KGD13b], also known as the MMSE solution [Kam08]

\[
\mathbf{c}_{\text{EQ}} = \left( \mathbf{H}_{\text{CM}}^T \hat{\mathbf{H}}_{\text{CM}} + \delta \mathbf{I} \right)^{-1} \mathbf{H}_{\text{CM}}^T \mathbf{d}.
\]  

(5.1.6)

Thus, in the following, the estimation error will be incorporated in the LRC filter design to increase the filter robustness. For a known misalignment vector \(\tilde{\mathbf{h}}[k]\) at a fixed time instance \(k\) the LRC filter’s error signal is given by

\[
e_{\text{EQ}}[k] = s^T[k](\hat{\mathbf{H}}_{\text{CM}} + \tilde{\mathbf{H}}_{\text{CM}})\mathbf{c}_{\text{EQ}} - s^T[k]\mathbf{d},
\]  

(5.1.7)

with the convolution matrices of the RIR estimation error

\[
\tilde{\mathbf{H}}_{\text{CM}} = \text{convmtx}\{\tilde{\mathbf{h}}[k], L_{\text{EQ}}\}
\]  

(5.1.8)

and of the RIR estimate

\[
\hat{\mathbf{H}}_{\text{CM}} = \text{convmtx}\{\mathbf{c}_{\text{AEC}}[k], L_{\text{EQ}}\}.
\]  

(5.1.9)

Minimization of \(E\left\{e^2_{\text{EQ}}[k]\right\}\) according to (5.1.7) leads to

\[
\mathbf{c}_{\text{EQ}} = \left( \mathbf{H}_{\text{CM}}^T \hat{\mathbf{H}}_{\text{CM}} + \hat{\mathbf{H}}_{\text{CM}}^T \hat{\mathbf{H}}_{\text{CM}} + \hat{\mathbf{H}}_{\text{CM}}^T \tilde{\mathbf{H}}_{\text{CM}} + \tilde{\mathbf{H}}_{\text{CM}}^T \tilde{\mathbf{H}}_{\text{CM}} \right)^{-1}
\cdot \left( \hat{\mathbf{H}}_{\text{CM}} + \tilde{\mathbf{H}}_{\text{CM}} \right)^T \mathbf{d}.
\]  

(5.1.10)

With the simplifying assumption of \(\hat{\mathbf{h}}\) and \(\tilde{\mathbf{h}}\) being uncorrelated, i.e. \(E\{\hat{\mathbf{H}}_{\text{CM}}^T \hat{\mathbf{H}}_{\text{CM}}\} = 0\), and a zero-mean system misalignment vector \(E\{\tilde{\mathbf{h}}\} = 0\) the LRC filter coefficients can be recalculated to a reduced solution, i.e.

\[
\mathbf{c}_{\text{EQ}} = \left( \mathbf{H}_{\text{CM}}^T \hat{\mathbf{H}}_{\text{CM}} + \hat{\mathbf{H}}_{\text{CM}}^T \hat{\mathbf{H}}_{\text{CM}} \right)^{-1} \hat{\mathbf{H}}_{\text{CM}}^T \mathbf{d}.
\]  

(5.1.11)

The system misalignment vector \(\tilde{\mathbf{h}}[k]\) is unknown for real-world environments and difficult to estimate on its full length. However different algorithms exist for estimating the norm of the system misalignment vector \(E\{||\tilde{\mathbf{h}}[k]||^2\}\), often also called coupling factor [MPS00], because it describes the coupling between loudspeaker and AEC error signal \(e_{\text{AEC}}[k]\) if no disturbances are present. A prominent method to estimate the norm of \(\tilde{\mathbf{h}}[k]\) is to introduce an artificial delay of \(L_\Delta \approx 20\) to 40 samples directly after
the microphone and to extrapolate the system misalignment of the AEC filter at those coefficients to the full length of the filter. For a more detailed description see [MPS00, AGQ97]. In this contribution the estimate of the norm of the system misalignment is based on the ratio of the power of the AEC error signal $e^2_{\text{AEC}}[k]$ and the power of the loudspeaker signal $x^2[k]$ which is updated in periods of an inactive near speaker ($s_n[k] = 0$).

$$E \left\{ ||\tilde{h}[k]||^2 \right\} = \alpha_g E \left\{ ||\tilde{h}[k-1]||^2 \right\} + (1 - \alpha_g) \frac{e^2_{\text{AEC}}[k]}{x^2[k]}$$

with the smoothed powers

$$\bar{e}^2_{\text{AEC}}[k] = \alpha e^2_{\text{AEC}}[k-1] + (1 - \alpha_e) e^2_{\text{AEC}}[k]$$

$$\bar{x}^2[k] = \alpha x^2[k-1] + (1 - \alpha_x) x^2[k]$$

A voice activity detector (VAD) is implemented based on the normalized cross correlation approach by [KMK05, RGH+11]. This VAD is needed anyway by the AEC to stop the adaptation in presence of an active near speaker and thus does not lead to an increased computational load.

With the assumption of a white system misalignment, (5.1.11) can be approximated by

$$c_{\text{EQ}} = \left( \hat{H}_{\text{CM}}^T \hat{H}_{\text{CM}} + E \left\{ ||\tilde{h}||^2 \right\} I \right)^{-1} \hat{H}_{\text{CM}} d,$$

only depending on accessible variables, such as the convolution matrix $\hat{H}_{\text{CM}}$ built from the AEC coefficients, the norm of the AEC misalignment vector $E \left\{ ||\tilde{h}||^2 \right\}$ given by (5.1.12), and the desired response $d$.

In the following section, the EQ design rules given by (5.1.10), (5.1.11), and (5.1.15) are evaluated by means of their performance to reduce reverberation introduced by the RIR.

**Simulation Results**

The filter length of the AEC for the following simulations is $L_{\text{AEC}} = 2048$ and the LRC filter length is $L_{\text{EQ}} = 1024$, respectively. For the AEC filter update, a PFBLMS algorithm [Shy92] is used. The RIR was simulated [AB79] having a length of $L_h = 4096$ for different room reverberation times of $\tau_{60} = \{200, 400, 900\}$ ms. The desired system vector $d$ is chosen to be a 40th order FIR highpass with band limit at 200 Hz at a sampling frequency of $f_s = 8000$ Hz. The delay introduced by the equalizer is $k_0 = 170$ samples. Figure 5.6 compares the LRC filters according to Eqns. (4.4.13), (5.1.10), and (5.1.15) by means of the SRRE for the different room reverberation
times $\tau_{60}$ ranging from 200 ms (upper panels) to 900 ms (lower panels) depending on the AEC convergence state expressed by means of its normalized system misalignment $D_{\text{dB}}$. To avoid the non-uniqueness problem for the RIR identification [BMS98b] we restrict the number of loudspeakers to $P = 1$. Simulation results for $Q = 1$ (single-channel case) and $Q = 4$ microphones are shown in Figure 5.6 in the left and right part, respectively. For the multi-channel case (sub-plots (d)-(f)) the SRRE is averaged over all channels. The microphones were arranged in a line array with an inter-microphone distance of 5 cm.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5_6.png}
\caption{Comparison of EQ designs according to Eqns. (4.4.13), (5.1.10), and (5.1.15) by means of the SSRE in dependence of the AEC system misalignment in dB for different room reverberation times $\tau_{60} = 200$ ms to 900 ms.}
\end{figure}

The solid lines in Figure 5.6 show the filter performance for the LRC filter design based on the RIR estimate delivered by the AEC only, which means that the least-squares LRC filter (4.4.13) is applied by taking the AEC filter coefficients as a direct estimate for the RIR $\tilde{h}$. It can be seen, that a direct and straightforward implementation of (4.4.13) by applying an AEC for system identification may not lead to sufficient improvement or even to a deterioration of the SRR for a high system misalignment $D_{\text{dB}}$ which will be the case most of the time for high room reverberation times.
The horizontal dash-dotted lines indicate the performance of an EQ designed according to (5.1.10) with \textit{a-priori} knowledge of the full system misalignment vector $\hat{h}[k]$. Thus, they can be interpreted as upper limits for the improvement that can be achieved by the LRC filter for given RIRs and a given LRC filter order. It should be mentioned that the maximum achievable SRR improvement depends on the room reverberation time and the absolute positions of sources and microphones. Numerous positions have been simulated and Figure 5.6 shows some representative results. It can be seen that the maximum possible SRR enhancement decreases for higher room reverberation times due to the higher energy in the reverberant tail of the RIRs and also for the multi-channel case (right panels) compared to the single-channel case (left panels). The latter is due to the fact that the equalization is done by one filter for all four RIRs and, thus, a mean equalization is achieved [EN89]. This leads to a loss of SRR enhancement but to an increased spatial robustness which is very important in a hands-free scenario, since the user will not be located exactly at the positions of the microphones (cf. Section 4.4.2).

The dashed curves show the LRC filter performance if only the norm of the system misalignment is known \textit{a-priori} and the dotted line if it is estimated by (5.1.12). It can be seen that the use of $||\hat{h}[k]||^2$ leads to significant improvements compared to the use of the RIR estimates given by the AEC only and that it is a good approximation of the use of the misalignment vector especially for higher room reverberation times and for a multi-channel scenario. The use of (5.1.12) as an estimate for $E||\hat{h}[k]||^2$ for the proposed EQ design (5.1.15) leads to good approximations.

![Figure 5.7: Signal-to-reverberation-ratio enhancement for spatial displacement ($\tau_{60} = 900$ ms). Distance between user of the system and of mic array: 20 cm.](image)
Since the user of a hands-free system will not be located directly at the position of the microphones an example for an EQ design with spatial mismatch is shown in Figure 5.7.

The distance between the user and the microphone array, for which the RIR identification is done, is 20 cm. As it can be seen from Figure 5.7, a spatial displacement of course degrades the performance of the system compared to Figure 5.6 (f) but an SRR gain of about 5 dB is still possible, which is quite a good result considering the findings in [RWK00].

### 5.1.3 Post Filter for System Identification

As described in Section 3.3, AEC filters can be supported by AES post-filters, i.e. short-term spectral suppression. Figure 5.8 shows a system which combines an LRC filter $c_{EQ}[\ell]$ in block-time domain with an AEC filter $c_{AEC}[\ell]$ and an AES post-filter $p[\ell]$. The AES filter has to rely on an estimate of the residual echo PSD $\Phi_{\xi,\xi}[\ell]$. One way to obtain the residual echo PSD is system identification by means of the residual echo estimation filter $c_{REEF}[\ell]$ depicted in Figure 5.8 [GKMK06b, XAG12] (cf. also Section 3.3). The adaptation speed of the identification filters in Figure 5.8 is controlled by a double-talk detection (DTD) algorithm (to which also the delay $z^{-N}$ in Figure 5.8 belongs). However, this block is not further described in the following, the interested reader may refer e.g. to [MPS00].

**Figure 5.8:** Block diagram of LRC filter $c_{EQ}[\ell]$, AEC filter $c_{AEC}[\ell]$ and AES filter $p[\ell]$ including residual echo estimation filter $c_{REEF}[\ell]$.

In the following, the system identification performance will be analyzed in combination with the LRC filter $c_{EQ}[\ell]$. Figure 5.9 shows simulation re-
sults for filter lengths of $L_{\text{EQ}} = 1024$ for the LRC filter and $L_{\text{AEC}} = 1024$ for AEC and residual echo estimation filter, respectively, at a sampling rate of 8 kHz. The LRC filter is updated by a dFxLMS algorithm (cf. Section 4.5.3) with over-clocking factor of $O = 4$.

Figure 5.9: System performance of system consisting of LRC filter $c_{\text{EQ}}[\ell]$, AEC filter $c_{\text{AEC}}[\ell]$ and AES filter $p[\ell]$ including residual echo estimation filter $c_{\text{REEF}}[\ell]$. (a) echo signal $x(t)$, i.e. the far-end speaker’s signal (black), and near-end speaker’s signal $s_n(t)$ (grey) including double-talk, (b) SRR performance of the LRC system, (c) system distance $D_{\text{dB}}$ of the AEC/AES systems.

Figure 5.9 shows the combined system’s performance for the possible system identification strategies if (i) only AEC is used for system identification (black solid lines in panels (b) and (c)), (ii) only the residual echo estimation filter is used for system identification (dashed lines), and (iii) both systems are used for system identification (dashed-dotted lines). Signal-to-
reverberation-ratio (SRR) and system distance $D_{dB}$ are shown in panels (b) and (c), respectively, as measures for the performance of the LRC and AEC filters.

As shown in Figure 5.9 (c), the residual echo estimation filter $c_{REEF}[\ell]$ leads to better system identification results than $c_{AEC}[\ell]$ despite the fact that both filters have the same length $L_{AEC}$. This is mostly due to the larger step-size for $c_{REEF}[\ell]$ that is necessary to track changes of the inner filters. Highest performance is achieved if both filters are activated. Same tendency can also be observed for the LRC performance in panel (b). Although AEC filter $c_{AEC}[\ell]$ and residual echo estimation filter $c_{REEF}[\ell]$ lie in parallel as it can be seen in Figure 5.8, have the same filter length $L_{AEC}$ and depend on the correlation of the same input signal $x[\ell]$, their system identification, by this the influence on the LRC filter and in turn on their own input signal’s correlation may be different.

5.2 AEC Performance in Dependence of LRC System

While the influence of the AEC filter on the LRC system was analyzed in the previous Section 5.1, this section will now focus on the influence of the LRC system on the AEC. Since the discussed system in Figure 5.2 uses two AEC filters, i.e. the outer AEC and the inner AEC, the following Section 5.2.1 will analyze the influence of the LRC filter on the inner AEC before the performance of the outer AEC will be analyzed in Section 5.2.2 which has to identify the system of LRC filter and RIR.

5.2.1 Performance of Inner AEC in Dependence of Equalizer

It is known that gradient algorithms for AEC perform better for uncorrelated input signals such as Gaussian white noise [Hay02]. An LRC filter which is located in front of the AEC input signal $x(t)$ will change the signal correlation, i.e. for a white input signal it will introduce correlation. Figure 5.10 shows the performance of the inner AEC in terms of relative system distance $D_{dB}(t)$ for different LRC filter types in panel (c) for white Gaussian input $x(t)$ and in panel (d) for the speech signal $x(t)$ depicted in panel (b), respectively. The corresponding RIR $h$ is depicted in panel (a). The AEC filter length is $L_{AEC} = 1024$, the LRC filter length $L_{EQ} = 1024$, and the length of the RIR is $L_h = 4096$, respectively. The results in panel (c) for a white Gaussian input signal $x(t)$ show that best
Figure 5.10: Performance of inner AEC in dependence of different update strategies of the preceding LRC filter. RIR to be identified is shown in panel (a), panel (b) shows speech excitation signal to generate results in panel (d). System performance in terms of the AEC’s relative system distance is shown in panels (c) and (d) for white and speech excitation $x(t)$, respectively. Panels (e) to (l) show the system distance vectors $\tilde{h}$ for different LRC approaches after 1 sec and 3 sec convergence of the inner AEC, respectively.
performance of the AEC filter is achieved if the LRC filter is switched off while worst behaviour is archived for the least-squares (LS) and weighted least-squares (WLS) LRC approaches since these introduce most correlation. Please note that in Figure 5.10 the least-squares approach appears two times (curves labels by 'LS' and 'LS, a priori init.'). The latter is generated by providing perfect knowledge about the true RIR $h$ immediately to the LRC filter, i.e. no convergence for the LRC filter is needed and thus the LRC filter is perfectly converged from the beginning. All other curves are generated by the more realistic assumption that both systems update their coefficients in parallel, i.e. mutually influence each other. It can be seen that perfect initialization of the LRC filter by providing the true RIR $h$ immediately introduces correlation leading to worst performance of the inner AEC directly at the beginning. If both systems are updated in parallel, correlation is more slowly introduced by the LRC filter, allowing the inner AEC filter to initially converge faster. Furthermore, it can be seen from Figure 5.10 that the LRC filters based on the RIR shaping approaches (ISPP, ISpN, WLS) perform better than the LS approach. The AEC performance, if the dFxLMS algorithm described in Section 4.5.3 is used, is closer to the performance without LRC filter, especially for small over-clocking factor $O$. For speech input (cf. panel (d)), convergence of the inner AEC while using the dFxLMS algorithm to update the LRC filter is even faster than without LRC filter while the other LRC approaches show similar performance. It seems that the dFxLMS gradient algorithm has a positive effect on the signal’s statistical properties here.

Panels (e) to (l) in Figure 5.10 show the respective system misalignment vectors $\tilde{h}$ of the inner AEC at two distinct time instances ($t = 1$ sec and $t = 3$ sec) for the different LRC approaches. For the case that the LRC filter is switched off (panels (e)), it can e.g. be seen that obviously after 3 sec the inner AEC filter shows better convergence than after 1 sec and after 3 sec, the unmodelled tail of the RIR is clearly visible for the system distance vector $\tilde{h}_{\text{off}}$. However, for the other LRC approaches, the system distance vectors, a considerable system identification error remains also for the first $L_{\text{AEC}}$ coefficients that should be identified by the inner AEC filter.

5.2.2 Performance of Proportionate Update Schemes for Outer AEC

In addition to the inner AEC $c_{\text{AEC,1}}[k]$, an outer AEC $c_{\text{AEC,2}}[k]$ can further reduce the acoustic echo $\psi[k]$ as depicted in Figure 5.2.

It could be assumed that the echo reduction task for the outer AEC would be easier if the inner AEC already achieved a certain echo reduction. How-
ever, the outer AEC has to track changes caused by adaptation of inner AEC and LRC filter. Therefore, a sufficiently fast adaptation is needed for the outer AEC especially since also the inner filters need to adapt as fast as possible, e.g. since an RIR estimate is needed quickly for the LRC filter. To achieve a higher amount of echo reduction than the inner AEC alone, the filter length of the outer AEC should be greater than that of the inner AEC which unfortunately leads to a decreased convergence speed [BDH+99]. Here, proportionate update schemes can be a solution.

Please note, that depending on \( S_1 \) in Figure 5.2 the system to be identified by the outer AEC is either the equalized system

\[
v[k] = H_{CM}[k]c_{EQ}[k]
\]

(5.2.1)

(S\(_1\) in Figure 5.2 in upper position) or the concatenated system of LRC filter and system distance of the inner AEC,

\[
v'[k] = \text{convmtx}\left\{ h[k] - \left[ c_{AEC,1}^T[k], 0^T \right]^T, L_{EQ} \right\} c_{EQ}[k]
\]

(5.2.2)

\[
= \tilde{H}[k]c_{EQ}[k]
\]

(5.2.3)

(S\(_1\) in Figure 5.2 in lower position). The outer AEC may observe a sparse IR for switch \( S_1 \) in upper position and if the LRC filter performs well, i.e. a delayed delta function could be achieved for the case of perfect least-squares equalization. In this case, proportionate update schemes [Dut00, BHCN06] as introduced and analyzed in Section 3.2.2 can be applied for the outer AEC. However, for the case that the system \( v'[k] \) as defined in (5.2.2) has to be identified, the equalized system may not be sparse since the equalized system \( v'[k] \) results from a convolution of the LRC filter \( c_{EQ}[k] \) with the system misalignment vector \( \tilde{h}[k] \) and not with the RIR \( h[k] \) the LRC filter has been designed for. As it can be seen panels (e)-(l) in Figure 5.10, the system misalignment vector \( \tilde{h}[k] \) may look very different from a usual RIR. This is further illustrated in Figure 5.11.

The upper part of Figure 5.11 shows a RIR \( h \) in panel (a) and the respective equalized IR \( v \) in panel (b) after processing by an LS LRC filter of length \( L_{EQ} = 1024 \). The lower part of Figure 5.11 shows a system distance vector \( \tilde{h} \) which results from \( h \) after identification of the first 256 coefficients by an AEC filter in panel (c) and the resulting IR \( v' \) if the LRC filter is applied to \( \tilde{h} \) in panel (d), respectively. While \( v \) can be considered as sparse, \( v' \) is more dispersive.

It was shown in Figure 3.13 on page 50 that identification of a perfectly equalized IR can be done efficiently by proportionate update schemes.

However, if an outer AEC is concatenated to the inner AEC to increase the echo reduction, i.e. switch \( S_1 \) in Figure 5.2 is in lower position, the
5.2 AEC Performance in Dependence of LRC System

(a) RIR $h$

(b) equalized IR $v$

(c) system distance $\tilde{h}$

(d) ‘equalized IR’ $v'$

Figure 5.11: Illustration of equalized systems $v$ and $v'$ according to (5.2.1) and (5.2.2), respectively.

outer AEC has to identify $v'[k]$ given in (5.2.2). The LRC filter is designed to equalize $h[k]$, thus the resulting system $v'[k]$ will not be as sparse as assumed, which was visualized in Figure 5.11.

Figures 5.12 and 5.13, thus, show the performance of NLMS, PNLMS and IPNLMS for two systems $v'[k]$ exemplarily, one obtained using white noise input after sufficient convergence of the inner AEC (Figure 5.12), i.e. the first 1024 samples have been identified by an inner AEC, and one for speech input after only partly convergence of the inner AEC (Figure 5.13). Although the system to be identified is not really sparse especially in Figure 5.13, the IPNLMS is still a good choice and can be used as an update scheme for the outer AEC.
Figure 5.12: Comparison of NLMS, PNLMS and IPNLMS for impulse response $v'[k]$ depicted in panel (a) (after sufficiently long convergence of the inner AEC) that may be observed by outer AEC. Panels (c) and (e) show the performance in terms of relative system distance $D_{dB}$ and ERLE of the outer AEC, respectively, for a white excitation signal and panels (d) and (f) show the respective performance of the outer AEC for the speech excitation signal depicted in panel (b).
Figure 5.13: Comparison of NLMS, PNLMS and IPNLMS for impulse response $v'[k]$ depicted in panel (a) (after insufficient convergence of the inner AEC) that may be observed by outer AEC. Panels (c) and (e) show the performance in terms of relative system distance $D_{dB}$ and ERLE of the outer AEC, respectively, for a white excitation signal and panels (d) and (f) show the respective performance of the outer AEC for the speech excitation signal depicted in panel (b).
5.3 Combined System of LRC Filter, Inner and Outer AEC

For evaluation if an outer AEC should rely on the error signal of the inner AEC (switch $S_1$ in Figure 5.2 in lower position) or work independently (switch $S_1$ in Figure 5.2 in upper position) these two systems are compared in Figure 5.14. If the outer AEC directly depends on the error signal of the inner AEC the total ERLE of the combined system

$$\text{ERLE}_{\text{total}} = \text{ERLE}_1 + \text{ERLE}_2$$

$$= 10 \log_{10} \frac{\mathbb{E}\{\psi^2[k]\}}{\mathbb{E}\{e_{\text{AEC,2}}^2[k]\}}$$

(5.3.1) (5.3.2)

can be calculated from

$$\text{ERLE}_1 = 10 \log_{10} \frac{\mathbb{E}\{\psi^2[k]\}}{\mathbb{E}\{e_{\text{AEC,1}}^2[k]\}}$$

(5.3.3)

achieved by the inner AEC and

$$\text{ERLE}_2 = 10 \log_{10} \frac{\mathbb{E}\{e_{\text{AEC,1}}^2[k]\}}{\mathbb{E}\{e_{\text{AEC,2}}^2[k]\}}$$

(5.3.4)

achieved by the outer AEC as depicted in Figure 5.14.

Panels (a) and (b) of Figure 5.14 show simulation results for white excitation and speech excitation, respectively. Simulation results $\text{ERLE}_1 + \text{ERLE}_2$ are shown for a system based on inner AEC updated by an NLMS algorithm and outer AEC updated by an IPNLMS algorithm (dashed grey line, switch $S_1$ in Figure 5.2 is in lower position) as well as for the case that switch $S_1$ in Figure 5.2 is in upper position (dash-dotted grey line). The solid black line and the dotted grey line show the contributions of the inner AEC and the outer AEC for the combined system (dashed line).

It can be seen from Figure 5.14 that, although the IR to be identified by the outer AEC $\psi'[k]$ may not always be sparse, the system that exploits echo reduction of both filters (switch $S_1$ in Figure 5.2 is in lower position) leads to a higher amount of echo reduction. At all the AEC performance has been increased by about 50% by adding an outer AEC.

The previous simulation results (Figure 5.14) showed that a combined system of inner AEC and outer AEC relying on the error signal $e_{\text{AEC,1}}[k]$ which is updated by the IPNLMS algorithm shows good performance for sparse IRs and even if the system $\psi'[k]$ is not always sparse, e.g. in periods of convergence of inner AEC or LRC filter.
5.3 Combined System (LRC Filter, Inner and Outer AEC)

Figure 5.14: AEC performance comparison for system consisting of outer AEC and inner AEC for the two possible combination shown in Figure 5.2 (AEC filter lengths were $L_{AEC,1} = 1024$ and $L_{AEC,2} = 2048$). Left: white noise input. Right: speech input.

One further advantage of the proportionate update schemes is, that their convergence speed can be increased by a higher step-size $\mu[k]$. This will be visualized in Figure 5.15 for a white Gaussian excitation $s_f[k]$ and in Figure 5.16 for speech as input $s_f[k]$.

The convergence of the *inner AEC* is depicted in terms of relative system distance $D_{1,\text{dB}}$ in panels (b) of Figures 5.15 and 5.16. The corresponding system distance vector $\tilde{h}_1$ is depicted exemplary for time instances $\{1, 3, 5, 8, 10\}$ s in panels (c). Since the *outer AEC* has to identify the system $v'[k]$, the equalizer coefficients are shown in panels (d) and the system $v'$ is depicted in panels (e) at the respective time instances. Panels (f) show the performance of the LRC filter in terms of SRR$_{out}$ and SRRE and panels (g) compare NLMS, PNLMs and IPNLMS for the *outer AEC* in the proposed system when all three adaptive filters are active.

If the step-size $\mu[k]$ is considered to be the same for NLMS, PNLMs and IPNLMS, $\mu = 0.05$ was found to be the highest possible step-size for the *outer AEC* to work for all algorithms. Here, the NLMS is the limiting algorithm while for PNLMs and IPNLMS higher step-sizes can be chosen. As it can be seen from Figures 5.15 and 5.16, the use of PNLMs and IPNLMS already achieves slight performance gains if the same step-size is chosen ($\mu = 0.05$). If the step-size is increased for PNLMs and IPNLMS (which is not possible for NLMS) the performance can be further increased.
Figure 5.15: Performance of combined system as shown in Figure 5.2 (switch S1 in lower position) for white noise as input. (a) the RIR; (b) relative system distance $D_{1,\text{dB}}$ of inner AEC; (c) system distance vector $\bar{h} = h[k] - c_{\text{AEC}_1}[k]$ of AEC$_1$ after $\{1, 3, 5, 8, 10\}$ seconds; (d) corresponding equalizer coefficients $c_{\text{EQ}}[k]$; (e) IR to be identified by outer AEC $v'[k]$ for AEC$_2$; (f) SRR and SSRE achieved by LRC filter; (g) system distance of outer AEC $D_{2,\text{dB}}$. 

$\tau_{60} = 500 \text{ ms}$

$\gamma(h_3) = 0.59$
Figure 5.16: Performance of combined system as shown in Figure 5.2 (switch $S_1$ in lower position) for speech as input. (a) speech input signal; (b) relative system distance $D_{1,\mathrm{dB}}$ of inner AEC; (c) system distance vector $\tilde{h} = h[k] - c_{\mathrm{AEC1}}[k]$ of AEC1 after $\{1, 3, 5, 8, 10\}$ seconds; (d) corresponding equalizer coefficients $c_{\mathrm{EQ}}[k]$; (e) IR to be identified by outer AEC $v'[k]$ for AEC2; (f) SRR and SSRE achieved by LRC filter; (g) system distance of outer AEC $D_{2,\mathrm{dB}}$. 
5.4 Chapter Summary

In this chapter, different possibilities for combinations of subsystems for AEC/AES and LRC and the respective mutual influences of these subsystems have been analyzed. Since all LRC approaches need knowledge about the RIR to be equalized, reliable system identification is crucial for the LRC filters. The system identification can be obtained from the inner AEC (cf. Section 5.1.1) or a combined system of inner AEC and AES post-filter if the AES filter is based on the proposed REEF (cf. Section 5.1.3).

The influence of system estimation errors on the LRC systems have been analyzed in Section 5.1. If the AEC filter’s convergence state (system distance) is known or can be estimated, a method to incorporate this knowledge has been proposed in Section 5.1.2.

Not only has the convergence state of the AEC substantial influence of the performance of the LRC filter, but the LRC system also changes the input signal’s correlation of the AEC filter since it is located in the AEC filter’s input path and, by this, also has influence on the AEC filter’s performance. This influence has been analyzed in Section 5.2.1 for the inner AEC.

An additional outer AEC was proposed to archive additional echo reduction. For the outer AEC, the system to be identified depends on the use of the inner AECs error signal. It has been shown that an additional outer AEC may be advantageous and that for the update of this outer AEC proportioned update schemes may be used, even if the assumption of a strictly sparse impulse response to be identified may not hold (cf. Section 5.2.2).

Based on these findings, a combined system based on one LRC filter and two AEC filters has been proposed and analyzed in Section 5.3.
Chapter 6

Summary and Possible Future Work

6.1 Summary

Hands-free communication systems suffer from acoustic disturbances such as ambient noise, acoustic echoes and room reverberation that decrease speech quality or even speech intelligibility and, thus, have to be removed from the transmission signals. While the combination of systems for acoustic echo cancellation and noise reduction has already been studied extensively in the literature, this thesis focused on the combinations and the mutual influences of subsystems for listening-room compensation and acoustic echo cancellation for hands-free communication systems.

Reverberation is caused in enclosed spaces by numerous reflections of a sound signal at the room boundaries (walls, floor, and ceiling) between the sound source and the receiver. A high amount of reverberation decreases speech intelligibility as it is obvious from speech in large rooms such as churches. Digital filter structures for listening-room compensation are one possibility to remove such reverberation by pre-processing a loudspeaker signal, aiming at an anechoic signal at the position of a human listener or a reference microphone. Thus, different methods for listening-room compensation have been introduced and analyzed in this thesis, especially with respect to robustness in terms of room impulse response estimation errors and spatial mismatch between the reference microphone and the human listener. It could be found that straightforward equalization of the acoustic channel, e.g. by least-squares approaches may lead to mathematically promising results in case that no errors are present. However, these ap-
proaches are very sensitive to estimation error which makes them practically infeasible. In this thesis, the influences of estimation errors and spatial mismatch has been analyzed and a method has been proposed to incorporate the knowledge about imperfect RIR estimates in the LRC filter design. Approaches for room-impulse response reshaping showed higher robustness to estimation errors and led to perceptually better results. To assess the influence on the quality of a dereverberated sound signal, extensive studies have been performed in this thesis to identify appropriate objective quality measures that show high correlation with ratings of human subjects. It has been found that most state-of-the-art objective quality measures may not be applicable for comparison of different LRC algorithms. Here, objective measures which are based on a model of the (human) auditory system showed the most promising results. A further drawback of most LRC approaches is the computational effort for the filter design. Most LRC filter designs are, thus, hardly applicable in real-time systems. Thus, a new, quickly converging gradient approach for update of the LRC filter coefficients has been developed in this thesis.

Acoustic echoes are caused by the fact that the loudspeaker signal of the system is picked up by its microphones again and transmitted back to the far-end user. By this, the far-end user perceives his or her own voice delayed by the round trip delay of the system which hampers speech communication. Acoustic echo cancellers and acoustic echo suppression filters remove this disturbance from the microphone signal and usually inherently estimate the acoustic channel at the same time. This information is crucial for the LRC system since its performance is drastically decreased for an RIR estimate of insufficient quality. However, not only the LRC approaches are influenced by the AEC filter that provides the RIR estimate needed. Since the LRC filter usually is located in front of the input path of the AEC filters, it has direct influence on the correlation of the AEC filters’ input signal and, by this, on their convergence. These mutual influences have been investigated in this thesis and selection strategies for system combinations and gradient update strategies have been discussed. Especially, the application of proportionate filter update strategies has been investigated for the identification of equalized channels. Although the equalized systems to be identified not always have sparse nature, which would be optimum for proportionate update schemes, (partly) proportionate update schemes are applicable for the identification of equalized acoustic channels.
6.2 Possible Future Work

Regarding objective quality measures for listening-room compensation, no generally applicable objective measure could yet be identified in this thesis. Measures for speech intelligibility often are based on models for speech perception such as amplitude modulation. Some initial promising results could be found for speech intelligibility measures assessing speech quality which not yet have been presented in the thesis and allow for further research. Here, a combination of the so-called speech transmission index (STI), a common measure to assess speech intelligibility which is based on speech amplitude modulation, could be examined and possibly combined with the SRMR quality measure which is based on similar ideas. In general, more knowledge about the properties of the human auditory system should be incorporated in the objective quality assessment, such as spectral and temporal masking, or differences in the perceptual influence of spectral peaks and spectral dips in acoustic transfer functions. The evaluated quality measures are not only applicable to algorithms for listening-room compensation, but also to reverberation suppression approaches. Also here, further studies are necessary.

Regarding algorithms for listening-room compensation, further research is needed on increasing the robustness of the respective algorithms to estimation errors and spatial mismatch. Here, partial equalization approaches that reshape the impulse response show promising results that need further analysis.
Appendix
Appendix A

Objective Quality Measures for LRC

This appendix describes the objective quality measures that were listed in Tables 4.1 and 4.2 on page 73 without further explanation. They were used for the correlation analysis in Section 4.2.2 to identify objective quality measures for LRC that show high correlation with subjective ratings. Section A.1 describes channel-based measures, i.e. algorithms that assess quality based on knowledge about the impulse response or the transfer function, and Section A.2 describes the signal-based measures, which can also be applied if only output signals are available but no impulse responses or transfer functions.

A.1 Channel-Based Measures

Room impulse responses (RIRs) and room transfer functions (RTFs) can be characterized by several objective measures that mostly originate from the research field of room acoustics, cf. e.g. [Kut00, ISO97, ISO06a, ISO06b, Adr06]. Most of them are based on a ratio between early and late part of the impulse response.

Since the IR of an equalized system $v$ may look slightly different from common RIRs, Figure A.1 exemplarily shows an equalized impulse response $v$ of length $L_v = L_h + L_{EQ} - 1$ and illustrates some definitions that will be used for the following objective measures. The position of the main peak of the impulse response is denoted by $k_0$ in Figure A.1. The lags corresponding to 50 ms and 80 ms later than the position of the main peak of the im-
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Figure A.1: Magnitude of impulse response of an equalized system $|v| = |H_{CM}c_{EQ}|$ of length $L_v$ in dB and the corresponding definitions of the position of the main peak $k_0$, the time lags following 50 ms and 80 ms after this main peak $k_{50}$ and $k_{80}$ and the interval of $2 \cdot k_\Delta$ around the main peak. Sampling frequency is $f_s = 8$ kHz.

pulse response $k_0$ are denoted by $k_{50} = \lfloor 0.05 \text{ s} \cdot f_s \rfloor$ and $k_{80} = \lfloor 0.08 \text{ s} \cdot f_s \rfloor$, respectively.

Channel-based measures that are widely used to characterize RIRs are defined in the following as well for common RIRs $h$ as for equalized systems $v = H_{CM} \cdot c_{EQ}$.

A.1.1 Definition

The ratio between the energy of the first 50 ms or the first 80 ms after the main peak of an IR to the overall energy of the RIR is called Definition and is denoted by $D_{50}$ or $D_{80}$, respectively [Kut00].

$$D_{50}(v) = \frac{\sum_{k=k_0}^{k_0+k_{50}-1} v_k^2}{\sum_{k=0}^{L_v-1} v_k^2}$$

$$D_{80}(v) = \frac{\sum_{k=k_0}^{k_0+k_{80}-1} v_k^2}{\sum_{k=0}^{L_v-1} v_k^2}$$

Equations (A.1.1) and (A.1.2) are slightly modified compared to their usual definition in the literature [Kut00, Adr06] for the application to equalized systems $v$ which have their maximum at the desired system delay of the equalizer $k_0$ (cf. Chapter 4.4.1). Please note that the coefficients $v_k$ of the
equalized system vector $v$ have to be replaced by the RIR coefficients $h_k$ if the definition measure is calculated for a RIR, i.e.

$$D_{50}(h) = \frac{\sum_{k=0}^{k_{50}-1} h_k^2}{\sum_{k=0}^{L_h-1} h_k^2}.$$  \hspace{1cm} (A.1.3)

In the following, only the definitions of channel-based objective measures for the equalized system vectors $v$ are given, which also hold for the RIR vectors $h$.

Figure A.2: Illustration of objective measure $D_{50}$ for (a) RIR ($\tau_{60} \approx 300$ ms) and (b) equalized system $v$ obtained by LS-equalizer of length $L_{EQ} = 1024$.

Figure A.2 visualizes the calculation of $D_{50}$. The nominators of (A.1.1) and (A.1.3) are shown in darker grey and the denominators span the whole IRs of length $L_h$ and $L_v$, respectively.

The definition measure is motivated by the fact that the human auditory system is capable to jointly perceive the first 50 ms of an impinging speech signal. Thus, energy arriving within 50 ms increases intelligibility of speech signals while energy that arrives later than 50 ms decreases speech intelligibility [ISO97]. For music signals the $D_{80}$ measure was found to be more suitable [Kut00, Adr06].

### A.1.2 Clarity

The so-called Clarity [Kut00], denoted here by $C_{50}$ or $C_{80}$, is the logarithmic ratio of 50 ms (80 ms) after the main peak to the rest of the impulse response.
\[ C_{50}(v) = 10 \cdot \log_{10} \frac{\sum_{k=k_0}^{k_0+k_{50}-1} v_k^2}{\sum_{k=0}^{k_0-1} v_k^2 + \sum_{k=k_0+k_{50}}^{L_v-1} v_k^2} \]  

(A.1.4)

\[ C_{80}(v) = 10 \cdot \log_{10} \frac{\sum_{k=k_0}^{k_0+k_{80}-1} v_k^2}{\sum_{k=0}^{k_0-1} v_k^2 + \sum_{k=k_0+k_{80}}^{L_v-1} v_k^2} \]  

(A.1.5)

**Figure A.3:** Illustration of objective measure \( C_{80} \) for (a) RIR \((\tau_{60} \approx 300 \text{ ms})\) and (b) equalized system \( v \) obtained by LS-equalizer of length \( L_{\text{EQ}} = 1024 \).

Again, equations (A.1.4) and (A.1.5) are slightly modified compared to the literature [Kut00, Adr06] to account for equalized systems \( v \). The IR portions in nominators and denominators of (A.1.4) and (A.1.5) are visualized in **Figure A.3** in lighter and darker grey and the length definitions are illustrated.

### A.1.3 Central Time (CT)

The so-called Central Time (CT) [Kut00] is no direct ratio but the center of gravity in terms of the energy of the RIR as visualized in **Figure A.4**. The Central Time is defined as [Kut00]

\[ \text{CT}(v) = \frac{\sum_{k=0}^{L_v-1} k \cdot v_k^2}{\sum_{k=0}^{L_v-1} v_k^2}. \]  

(A.1.6)
A.1.4 Direct-to-Reverberation-Ratio (DRR)

The Direct-to-Reverberation-Ratio DRR [TS06] is defined as the logarithmic ratio between the energy of the direct path of the impulse response and the energy of all reflections. However, since the direct path, in general, does not match the sampling grid, a small range around the main peak is considered as the direct path energy [TS06, Hab07]:

\[
    \text{DRR}(\mathbf{v}) = 10 \cdot \log_{10} \frac{\sum_{k=k_0-k_{\Delta}}^{k_0+k_{\Delta}} v_k^2}{\sum_{k=0}^{L_v} v_k^2 + \sum_{k=k_0+k_{\Delta}}^{L_v} v_k^2}
\]  
(A.1.7)

For this thesis, \(k_{\Delta}\) was chosen as \(k_{\Delta} = 4 \text{ ms} \cdot f_s\) (cf. Figure A.1).

A.1.5 Spectral Variance

All measures described so far assess time-domain properties of the respective IR. Spectral quality measures will be described in the following. Since equalization often aims at a flat spectrum, the variance (VAR) of logarithmic overall transfer function \(v_n = h_n c_{EQ,n}\) was proposed in [Mou94] to evaluate LRC algorithms.

\[
    \text{VAR}(\mathbf{v}) = \frac{1}{n_{\text{max}} - n_{\text{min}} + 1} \sum_{n=n_{\text{min}}}^{n_{\text{max}}} (20 \log_{10} |v_n| - \bar{v}_{\text{dB}})^2.
\]  
(A.1.8)
In (A.1.8),
\[ \bar{v}_{dB} = \frac{1}{n_{max} - n_{min} + 1} \sum_{n=n_{min}}^{n_{max}} 20 \log_{10} |v_n| \]  
(A.1.9)
is the mean logarithmic spectrum and \( n_{min} \) and \( n_{max} \) the frequency indices that limit the considered frequency range in which the equalized transfer function is desired to be flat. Reasonable values for \( n_{min} \) and \( n_{max} \) can be the cut-off frequencies of the desired system \( d \) defined in (4.4.3), to account for the high-pass or band-pass characteristics.

Figure A.5: Illustration of variance (VAR) as an objective measure. (a), (c), (e) RTFs \( h \) of different room reverberation time \( \tau_{60} \approx \{100, 300, 500\} \text{ ms} \) and their variances according to (A.1.8); (b), (d), (e) corresponding equalized systems \( v \) obtained by LS-equalizer of length \( L_{EQ} = 1024 \) and their variances.

The variance measure is illustrated in Figure A.5, here calculated with lower and upper frequency limits at lags \( n_{min} = \lfloor L_{DFT} \cdot 200 \text{ Hz/}f_s \rfloor \) and \( n_{max} = \lfloor L_{DFT} \cdot 4000 \text{ Hz/}f_s \rfloor \), respectively, which were chosen to reflect the high-pass characteristic for the desired system \( d \). Left-hand panels of Figure A.5 show RTFs characterized by different room reverberation times.
\( \tau_{60} \) and right-hand panels show the corresponding equalized TFs generated by convolution of the respective RTF with an LS-LRC filter of length \( L_{\text{EQ}} = 1024 \). It can be seen that higher room reverberation times lead to higher variance in the RTF and that equalization reduces the variance measure \( \text{VAR} \).

### A.1.6 Spectral Flatness Measure (SFM)

A second measure that assesses a flat overall transfer function is the so-called *spectral flatness measure* (SFM) [Joh88] that calculates the ratio of geometric mean \( G(\mathbf{v}) \) and the arithmetic mean \( A(\mathbf{v}) \) of \( \mathbf{v} \).

\[
\text{SFM}(\mathbf{v}) = \frac{G(\mathbf{v})}{A(\mathbf{v})} = \frac{\sqrt{N} \prod_{n=0}^{N-1} |v_n|^2}{\frac{1}{N} \sum_{n=0}^{N-1} |v_n|^2}
\]  

(A.1.10)

![Figure A.6: Illustration of spectral flatness measure (SFM) as an objective quality measure. (a), (c), (e) RTFs \( h \) of different room reverberation time and the corresponding SFM; (b), (d), (e) equalized systems \( v \) obtained by LS-equalizer of length \( L_{\text{EQ}} = 1024 \) and their SFM.](image-url)
The SFM is illustrated in Figure A.6 for the same RTFs (left panels) and equalized transfer functions (right panels) as in Figure A.5 (however, this time depicted with linear amplitude).

**A.2 Signal-Based Quality Measures**

Whenever impulse responses or transfer functions are not obtainable for objective testing, e.g. for blind dereverberation [Hab07], algorithms have to be evaluated based on the signals only. Thus, this section introduces some technical quality measures that are based on the processed signal only (mostly including a reference signal, i.e. intrusive measures).

**A.2.1 Segmental Signal-to-Reverberation Ratio (SSRR)**

The most simple measures are the segmental signal-to-reverberation ratio (SSRR) [NG05] and the SSRR enhancement (SSRRE) [GKMK08d] that are defined similarly to SNR-based measures known from noise reduction quality assessment. The segmental signal to reverberation ratio (SSRR) is defined as

$$\text{SSRR}_{\text{dB}} = \frac{1}{K/L_{\text{Bl}}} \sum_{\ell=0}^{K/L_{\text{Bl}}-1} 10 \log_{10} \frac{\sum_{k=0}^{L_{\text{Bl}}-1} \hat{y}[\ell L_{\text{Bl}} + k]^2}{\sum_{k=0}^{L_{\text{Bl}}-1} (\hat{y}[\ell L_{\text{Bl}} + k] - y[\ell L_{\text{Bl}} + k])^2}$$  \hspace{1cm} (A.2.1)

with $K$ being the total length of the signal, $L_{\text{Bl}}$ the block length (typically corresponding to 16-32 ms) and $\ell$ the block index. The signals $y[k]$ and $\hat{y}[k]$ are the microphone signal and the reference signal, respectively (cf. e.g. Figure 4.11).

The SSRR can be normalized by

$$\text{SRRE}_{\text{dB}} = \text{SSRR}_{\text{dB}} - \text{SSRR}_{\text{bypass}}$$  \hspace{1cm} (A.2.2)

with

$$\text{SSRR}_{\text{bypass}} = \frac{1}{K/L_{\text{Bl}}} \sum_{\ell=0}^{K/L_{\text{Bl}}-1} 10 \log_{10} \frac{\sum_{k=0}^{L_{\text{Bl}}-1} \hat{y}[\ell L_{\text{Bl}} + k]^2}{\sum_{k=0}^{L_{\text{Bl}}-1} (\hat{y}[\ell L_{\text{Bl}} + k] - y_b[\ell L_{\text{Bl}} + k])^2}$$  \hspace{1cm} (A.2.3)

In (A.2.3) $y_b[k] = s_f[k] \ast h[k] \ast d[k]$ is the microphone signal processed by an LRC switched to bypass, i.e. $c_{\text{EQ}}[k] = d[k]$. To prevent a delay between
$y[k]$ and $y_b[k]$ the loudspeaker signal is pre-filtered by the desired system $d[k]$. By this, SSRRE can be interpreted as the enhancement achieved by the LRC filter compared to the case that the filter is switched off.

Usually, signal blocks not containing speech are neglected for the SSRR measure since otherwise these blocks have strong influence on the measure itself.

### A.2.2 Frequency-Weighted SSRR (FWSSRR)

The frequency-weighted SSRR (FWSSRR) [Loi07] represents a first step towards consideration of the human auditory system by analyzing the SSRR in different frequency bands as given in Table A.1. For each band a weighting factor $w_j$ exist which is related to the importance of the respective band and is obtained from studies regarding the articulation index [QBC88, Loi07].

<table>
<thead>
<tr>
<th>Band</th>
<th>$f_c$ (in Hz)</th>
<th>$w_j$</th>
<th>Band</th>
<th>$f_c$ (in Hz)</th>
<th>$w_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>0.003</td>
<td>14</td>
<td>1148</td>
<td>0.032</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>0.003</td>
<td>15</td>
<td>1288</td>
<td>0.034</td>
</tr>
<tr>
<td>3</td>
<td>190</td>
<td>0.003</td>
<td>16</td>
<td>1442</td>
<td>0.035</td>
</tr>
<tr>
<td>4</td>
<td>260</td>
<td>0.007</td>
<td>17</td>
<td>1610</td>
<td>0.037</td>
</tr>
<tr>
<td>5</td>
<td>330</td>
<td>0.010</td>
<td>18</td>
<td>1794</td>
<td>0.036</td>
</tr>
<tr>
<td>6</td>
<td>400</td>
<td>0.016</td>
<td>19</td>
<td>1993</td>
<td>0.036</td>
</tr>
<tr>
<td>7</td>
<td>470</td>
<td>0.016</td>
<td>20</td>
<td>2221</td>
<td>0.033</td>
</tr>
<tr>
<td>8</td>
<td>540</td>
<td>0.017</td>
<td>21</td>
<td>2446</td>
<td>0.030</td>
</tr>
<tr>
<td>9</td>
<td>617</td>
<td>0.017</td>
<td>22</td>
<td>2701</td>
<td>0.029</td>
</tr>
<tr>
<td>10</td>
<td>703</td>
<td>0.022</td>
<td>23</td>
<td>2978</td>
<td>0.027</td>
</tr>
<tr>
<td>11</td>
<td>798</td>
<td>0.027</td>
<td>24</td>
<td>3276</td>
<td>0.026</td>
</tr>
<tr>
<td>12</td>
<td>904</td>
<td>0.028</td>
<td>25</td>
<td>3597</td>
<td>0.026</td>
</tr>
<tr>
<td>13</td>
<td>1020</td>
<td>0.030</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table A.1:** Center frequencies $f_c$ and scaling factors $w_j$ for band pass design [QBC88, Loi07].

The FWSSRR is defined as [Loi07]
\[ \text{FWSSRR} = \frac{10}{N_\ell} \sum_{\ell=0}^{N_\ell-1} \frac{\sum_{j=1}^{C} w_j \log_{10} \left( \frac{(x_{\hat{y}}[\ell, j])^2}{(x_{\hat{y}}[\ell, j] - x_{\hat{y}}[\ell, j])^2} \right)}{\sum_{j=1}^{C} w_j} \]  

(A.2.4)

with \( j, \ell, C \) and \( N_\ell \) being the band index, the block index, the number of bands considered and the number of blocks considered, respectively. \( x_{\hat{y}}[\ell, j] \) and \( x_y[\ell, j] \) are the band limited versions of \( y[k] \) and \( \hat{y}[k] \) after filtering with the band passes according to Table A.1 for the block index \( \ell \) and band \( j \).

## A.2.3 Weighted Spectral Slope (WSS)

The weighted spectral slope [Kla82, QBC88] assesses spectral variations between the reference signal and the signal under test. Thus, first the spectral slope for each frequency band \( j \) and block index \( \ell \) is calculated based on the first order difference

\[
\begin{align*}
\dot{e}_\hat{y}[\ell, j] &= x_{\hat{y}}[\ell, j+1] - x_{\hat{y}}[\ell, j], \\
\dot{e}_y[\ell, j] &= x_y[\ell, j+1] - x_y[\ell, j].
\end{align*}
\]

(A.2.5) (A.2.6)

With (A.2.5) and (A.2.6), the WSS is defined as

\[
\text{WSS} = \frac{1}{N_\ell} \sum_{\ell=0}^{N_\ell-1} \left( \sum_{j=1}^{C} w[\ell, j] (\dot{e}_\hat{y}[\ell, j] - \dot{e}_y[\ell, j])^2 \right).
\]

(A.2.7)

The weighting factors \( w[\ell, j] \) in (A.2.7) are calculated by

\[
w[\ell, j] = \frac{k_{\text{max}}}{k_{\text{max}} + x_{\text{max}}[\ell] - x_{\hat{y}}[\ell, j]} \cdot \frac{k_{\text{loc, max}}}{k_{\text{loc, max}} + x_{\text{loc, max}}[\ell] - x_{\hat{y}}[\ell, j]},
\]

(A.2.8)

with \( x_{\text{max}}[\ell] \) being the largest log-spectral magnitude among all bands, \( x_{\text{loc, max}}[\ell] \) being the value of the peak closest to band \( j \), and \( k_{\text{max}} = 20 \) and \( k_{\text{loc, max}} = 1 \) being constants which have been adjusted by linear regression analysis to maximize correlation of WSS with subjective data [Kla82, Loi07].

## A.2.4 Log-Spectral Distortion (LSD)

To account for logarithmic loudness perception of the human auditory system the log-spectral distortion (LSD) compares logarithmically weighted signal blocks \( y[\ell] \) and \( \hat{y}[\ell] \) in frequency-domain.
Appendix

$$\text{LSD}[\ell] = \| \mathcal{L}\{y[\ell]\} - \mathcal{L}\{\hat{y}[\ell]\}\|_p$$  \hfill (A.2.9)

For this work, $p$ was chosen to be 2. The operator $\mathcal{L}\{A[\ell]\}$ with $A[\ell] \in \{y[\ell], \hat{y}[\ell]\}$ is defined as

$$\mathcal{L}\{A[\ell]\} = \max\{20 \log_{10}(|A[\ell]|), \delta\}$$  \hfill (A.2.10)

$$\delta = \max_{l,n}\{20 \log_{10}(|A[\ell]|)\} - 50.$$  \hfill (A.2.11)

with a limit of the short-time spectra of 50 dB.

### A.2.5 LPC-based Quality Measures

Since dereverberation of speech is the aim in most scenarios, objective quality measures based on the LPC models, such as the Log-Area Ratio (LAR), the Log-Likelihood Ratio (LLR), the Itakura-Saito Distance (IS), and the Cepstral Distance (CD) will be introduced in the following. Since LPC based quality measures are quite common and well known e.g. in the research field of noise reduction, the respective measures are just briefly defined and the interested reader is referred to the literature, e.g. [Loi07, QBC88], for more details.

#### Log Likelihood Ratio (LLR)

The log-likelihood ratio for a signal block is defined as [Loi07]

$$\text{LLR}[\ell] = \ln \left( \frac{a_y^T[\ell] R_{\hat{y}\hat{y}}[\ell] a_y[\ell]}{a_{\hat{y}}^T[\ell] R_{y\hat{y}}[\ell] a_{\hat{y}}[\ell]} \right)$$  \hfill (A.2.12)

with the auto-correlation matrix $R_{\hat{y}\hat{y}}[\ell]$ and the LPC coefficient vectors of the signal blocks $y[\ell]$ and $\hat{y}[\ell]$,

$$a_{\hat{y}}[\ell] = [1, -a_{\hat{y}}[1, \ell], -a_{\hat{y}}[2, \ell], \ldots, -a_{\hat{y}}[p, \ell]]^T,$$  \hfill (A.2.13)

$$a_y[\ell] = [1, -a_y[1, \ell], -a_y[2, \ell], \ldots, -a_y[p, \ell]]^T$$  \hfill (A.2.14)

that can e.g. obtained by Levinson-Durbin-recursion [KK09].

#### Itakura-Saito Distance (ISD)

The Itakura-Saito distance is defined as [QBC88]

$$\text{ISD}[\ell] = \frac{G_y[\ell]}{G_{\hat{y}}[\ell]} \frac{a_{\hat{y}}^T[\ell] R_{\hat{y}\hat{y}}[\ell] a_{\hat{y}}[\ell]}{a_y^T[\ell] R_{y\hat{y}}[\ell] a_y[\ell]} + \log \left( \frac{G_{\hat{y}}[\ell]}{G_y[\ell]} \right) - 1$$  \hfill (A.2.15)
with \( G_{\hat{y}}[\ell] = r^T_{\hat{y}\hat{y}}[\ell]a_{\hat{y}}[\ell] \) and \( G_y[\ell] = r^T_{yy}[\ell]a_y[\ell] \) being the all-pole amplification factors depending on the LPC coefficients and the auto-correlation sequences \( r_{\hat{y}\hat{y}}[\ell] \) and \( r_{yy}[\ell] \).

**Log-Area Ratio (LAR)**

The log-area ratio [HP98] is defined as

\[
\text{LAR} = \left| \frac{1}{N_{\ell}} \sum_{\ell=1}^{N_{\ell}} \left[ \log_{10} \left( \frac{1 + r_{\hat{y}}[\ell]}{1 - r_{\hat{y}}[\ell]} \right) - \log_{10} \left( \frac{1 + r_y[\ell]}{1 - r_y[\ell]} \right) \right] \right|^\frac{1}{2} . \tag{A.2.16}
\]

In (A.2.16), \( r_{\hat{y}}[\ell] \) and \( r_y[\ell] \) are the LP reflection coefficients [HP98, VM06].

**Cepstral Distance (CD)**

The cepstral distance is defined as [VHH98]

\[
\text{CD} = \frac{1}{K/L} \sum_{\ell=1}^{K/L} \left\{ \frac{10}{\ln 10} \cdot \sqrt{\left[ c_{\hat{y}}[1, \ell] - c_y[1, \ell] \right]^2 + 2 \sum_{j=2}^{m} \left[ c_{\hat{y}}[j, \ell] - c_y[j, \ell] \right]^2} \right\} . \tag{A.2.17}
\]

In (A.2.17), \( c_{\hat{y}}[j, \ell] \) and \( c_y[j, \ell] \) are the cepstral coefficients for the block \( \ell \) that can be calculated recursively from the prediction coefficients:

\[
c_y[1, \ell] = -a_y[2, \ell] \tag{A.2.18}
\]

\[
c_y[j, \ell] = -a_y[j, \ell] - \sum_{i=1}^{j-1} \left( 1 - \frac{i}{j} \right) \cdot a_y[i, \ell] \cdot a_y[i-k, \ell] \tag{A.2.19}
\]

**A.2.6 Psychoacoustically Motivated Quality Measures**

While LPC based measures described before are based on speech production models, the psychoacoustically motivated measures that are described in the following are based on findings in the auditory systems of humans and animals. Thus, they model, how sounds are perceived by the human and due to this may be more appropriate for assessing the perceived audio quality.

**Bark Spectral Distortion (BSD)**

An objective quality measure that is based on the so-called Bark bands is the Bark spectral distortion measure (BSD) [WSG92, Yan99] which compares perceived loudness incorporating spectral masking effects.
Inside the cochlea, the auditory hair cells are located within the organ of Corti on a thin basilar membrane. The hair cells are excited by the sound waves travelling along the organ of Corti. High-frequency components excite hair cells near the oval window while low frequency parts excite the hair cells at the end of the organ of Corti. Thus, the cochlea performs a frequency-to-place transform and, by this, a spectral analysis. The information gathered by the hair cells is fed forward to the human brain via the auditory nerves. However, this frequency analysis inside the cochlea is not a linear frequency-place transform but a logarithmic one. Due to this, the frequency resolution of the human auditory system is much better for low frequencies than for high frequencies. Figure A.7 and Table A.2 illustrate the so-called critical bands which are given in the pseudo-unit Bark\(^1\).

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
Bark & \(f_{\text{low}}\) (in Hz) & \(f_{\text{high}}\) (in Hz) & Bark & \(f_{\text{low}}\) (in Hz) & \(f_{\text{high}}\) (in Hz) \\
\hline
0 & 0 & 100 & 9 & 1080 & 1265 \\
1 & 100 & 200 & 10 & 1265 & 1480 \\
2 & 200 & 300 & 11 & 1480 & 1715 \\
3 & 300 & 400 & 12 & 1715 & 1990 \\
4 & 400 & 510 & 13 & 1990 & 2310 \\
5 & 510 & 630 & 14 & 2310 & 2690 \\
6 & 630 & 770 & 15 & 2690 & 3125 \\
7 & 770 & 920 & 16 & 3125 & 3675 \\
8 & 920 & 1080 & 17 & 3675 & 4350 \\
\hline
\end{tabular}
\caption{Corresponding frequency regions for critical bands from 0 to 17 according to [VHH98].}
\end{table}

\begin{center}
Figure A.7: Critical bands [ZF99].
\end{center}

\(^{1}\)The pseudo-unit bark was chosen in honour of the German physicist Heinrich Georg Barkhausen (1881 - 1956), who was born in Bremen, Germany.
The critical bands approximately correspond to the frequency-to-place transform on the basilar membrane and it can be seen from Figure A.7 that the frequency resolution for low frequencies is higher than for high frequencies. The band widths given in Table A.2 have been obtained from psychoacoustical experiments, i.e. inside one Bark band two sinusoidal tones or narrow-band noises are no longer perceived independently, but only one tone is perceived.

The relation between the critical bandwidth $CB(f)$ and the frequency $f$ can be calculated according to [VM06] as follows:

$$CB(f) = 25 + 75 \left(1 + 1.4 \left(\frac{f}{1000 \text{ Hz}}\right)^2\right)^{0.69} \quad (A.2.20)$$

Adding the bandwidths of the adjacent critical bands leads to the scale of critical band rate $b$ in Bark. The frequency-to-Bark transform is then obtained as follows [VM06]:

$$b = 13 \cdot \arctan\left(0.76 \frac{f}{1000 \text{ Hz}}\right) + \arctan\left(\frac{f}{7500 \text{ Hz}}\right) \quad (A.2.21)$$

If two signals (sinusoidal tones or narrowband noises) having different amplitudes occur at the same time but at different frequencies the weaker signal could be inaudible for the human auditory system. This phenomenon is called frequency masking and is illustrated in Figure A.8. From Figure A.8 it can be seen, that the so-called threshold of hearing around the masker is raised.

![Figure A.8: Spectral masking.](image)

If two signals (e.g. sinusoids or narrowband noise signals) are present simultaneously, one signal raises the absolute threshold of hearing. Everything
below the raised threshold (the so-called masking threshold) is inaudible for the human auditory system. The masking threshold is indicated by the dashed line in Figure A.8.

The shape of the masking threshold caused by the masker is almost triangular in the bark domain, and it declines more quickly towards lower frequencies (about 25 dB/Bark) than towards higher frequencies (10 dB/Bark). In Figure A.9 three approximations for the so-called spreading function are depicted.

![Figure A.9: Three different spreading functions.](image)

The most simple approximation of the spreading function is the triangle function (dotted line in Figure A.9).

\[
10 \log_{10} SF_{\Delta}[b] = \begin{cases} 
25 b, & \text{for } b < 0 \\
-10 b, & \text{for } b \geq 0 
\end{cases} \quad (A.2.22)
\]

The approximation by Sekey and Hanson [SH84] (dashed line in Figure A.9) is more complex, but fits experimental results better.

\[
10 \log_{10} SF_{SH}[b] = 7 - 7.5 \cdot (b - 0.215) - 17.5 \cdot \sqrt{0.196 + (b - 0.215)^2} \quad (A.2.23)
\]

The approximation used in this thesis (solid line in Figure A.9) is that defined in the MP3-Standard [Int92] which can be expressed by

\[
10 \log_{10} SF_{MP3}[b] = \begin{cases} 
15.81 + 7.5x_1 - 17.5\sqrt{1.0 + x_1^2} + x_2, & \text{for } 0.5 \leq x_1 \leq 2.5 \\
15.81 + 7.5x_1 - 17.5\sqrt{1.0 + x_1^2}, & \text{else,} 
\end{cases} \quad (A.2.24)
\]
with

\[ x_1 = 1.05b \tag{A.2.25} \]

\[ x_2 = 8.0[(x_1 - 0.5)^2 - 2.0(x_1 - 0.5)]. \tag{A.2.27} \]

\[ s_y[\ell, b] = \sum_{j=1}^{C_b} SF_{MP3}[b - j] \cdot |\hat{y}[\ell, j]|^2 \tag{A.2.28} \]

\[ s_{\hat{y}}[\ell, b] = \sum_{j=1}^{C_b} SF_{MP3}[b - j] \cdot |\hat{y}[\ell, j]|^2 \]

**Figure A.10**: PSD \( \Phi_{SS}(f) \) of three sinuses and corresponding masking threshold \( \Phi_{TT}(f) \).

**Figure A.10** illustrates the calculation of the masking threshold \( \Phi_{TT}(f) \) (dashed line in lower panel) given an excitation of three sinusoidal signal components (upper panel) by convolution of the excitation signal with the spreading function \( SF_{MP3}[b] \).

In (A.2.28), \( C_b \) is the number of frequency groups used. As a next step the loudness level \( p \) is calculated based on the equal-loudness-curves according to [ISO03] depicted in **Figure A.11**. The loudness level is given in the pseudo-unit *phon*. The curve at 0 phon corresponds to the absolute threshold of hearing. Sounds having pressure levels on a specific equal-loudness curve are perceived by the human auditory system as if they would be equally loud [ZF99].
Figure A.11: Equal loudness curves according to [ISO03].

From the loudness level $p$ in phon, the psychoacoustically motivated subjective loudness level $m$ in sone can be calculated by [WSG92]

$$m = \begin{cases} 
\frac{2^{(p-40)/10}}{10} & \text{for } p \geq 40 \\
(p/40)^{2.642} & \text{for } p < 40.
\end{cases} \tag{A.2.29}$$

Figure A.12 visualizes the conversion from phon to sone.

Figure A.12: Relation between sone and phon according to (A.2.29).

Eq. (A.2.29) can be used to calculate the perceived loudness $m_y[\ell, i]$ of $\hat{y}[k]$ in sone and the perceived loudness $m_y[\ell, b]$ of $y[k]$ in sone. Now the BSD can be calculated by

$$\text{BSD} = \frac{\sum_{\ell=1}^{N_c} \sum_{i=1}^{C_h} [m_y[\ell, i] - m_y[\ell, i]]^2}{\sum_{\ell=1}^{N_c} \sum_{i=1}^{C_h} [m_y[\ell, i]]^2}. \tag{A.2.30}$$

The whole signal processing chain to calculate the BSD measure is visually summarized in Figure A.13.
Figure A.13: Illustration of BSD calculation.
Reverberation Decay Tail (RDT)

All previous measures have not been developed specifically to assess quality of reverberant or dereverberated signals. In the following, three measures will be briefly described that have been developed to assess quality of such signals, i.e. the reverberation decay tail (RDT) measure that tries to estimate the amount of reverberation directly from the signal, the objective measure for coloration in reverberation (OMCR) that focuses on the dimension colouration (spectral changes) and the speech-to-reverberation modulation energy ratio (SRMR) which was designed to non-intrusively assess the quality of reverberant signals.

As depicted in Figure 2.3 on page 12, the amount of reverberation can be characterized by the room reverberation time $\tau_{60}$ (cf. also Section 2.1.4 and Figure 2.6). The RDT measure [WN06] tries to determine the decay parameter of the underlying RIR in reverberant speech from the signal. For that purpose, the algorithm searches for end-points in the signal in different frequency bands. After this end-points the decay of the signal is taken as an indicator for the influence of the RIR.

The previously described BSD measure does not distinguish between the effects of reverberation and colouration. Therefore, in [WN06] the RDT measure has been proposed which determines the reverberation effect alone based on the Bark spectra. For this, the decay of the underlying RIR is estimated from the input signal as described in the following. The exponentially decaying RIR model based on (2.1.2) and (2.1.3)

$$d[\ell, b] = A_b e^{-\lambda_b \ell}, \quad \ell = 1, 2, ..., I + J$$

is assumed and estimated in the Bark domain for each Bark bin $b$ from the difference of the Bark spectra of consecutive blocks

$$\Delta \chi[\ell, \ell', b] = m[y][\ell, b] - m[y][\ell + \ell', b].$$

The decay model in (A.2.31) can be reformulated using Taylor expansion to [WN06]

$$A_b e^{-\lambda_b \ell} = A_b - A_b \lambda_b \ell.$$  

An search algorithm is developed in [WN06] to search for so-called end-points, at which the signal energy abruptly decays, and for so-called flat regions following immediately after detected end-points. In (A.2.31), $I$ and $J$ are parameters of the end-point detection algorithm which will be explained in the following. $I + J$ is the length of the decay curve in blocks. The parameters of an decay model in average for all Bark bins

$$A_{avg} e^{-\lambda_b \ell} = A_{avg} - A_{avg} \lambda_{avg} \ell.$$
can be determined based on the average absolute decay tail energy [WN06]

\[ A_{avg} = \frac{\sum_{b=1}^{C_b} A_b}{C_b} \]  

and the average decay tail rate [WN06]

\[ \lambda_{avg} = \frac{\sum_{b=1}^{C_b} A_b \lambda_b}{C_b A_{avg}}. \]

**Figure A.14:** (a) White noise, (b) RIR \((\tau_{60} = 400\text{ms})\), (c) Reverberated noise, (d) Bark spectral difference decay curve at Bark bin no. 7, (e) Bark spectral difference decay curve at Bark bin no. 14, (f) Bark spectral difference decay curve at Bark bin no. 16; \(f_s = 8000\ \text{Hz}, L_{BI} = [f_s \cdot 32\ \text{ms}],\) overlap 50 \%. 

**Figure A.14** illustrates the exponential decay in time-domain as well as in Bark domain. Panel (a) of Figure A.14 shows a white noise signal \(n(t)\) which is reverberated by convolving with the RIR \(h(t)\) depicted in panel (b)
to result in the reverberant noise $n_{\text{rev}}(t)$ depicted in panel (c). The panels (d) to (f) show the decay of the Bark spectral difference at different Bark bins. The dashed grey line in panel (c) shows the begin of the exponential decay at which the calculation for the Bark spectral difference decay curves according to (A.2.31) starts.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure.png}
\caption{Curve approximation my means of LS fitting (Bark bin no. 9).}
\end{figure}

As sown in Figure A.15, an exponentially decaying curve (solid black line) can be fitted to the determined curve of the Bark spectral difference (dash-dotted line).

Furthermore, the average direct path energy

$$D_{\text{avg}} = \frac{\sum_{b=1}^{C_b} D_b}{C_b} \quad (A.2.37)$$

is calculated at the determined end-points [WN06] which is estimated from the Bark spectrum of the clean reference signal.

The RDT measure is then defined as the the ratio of the amplitude and decay rate of the exponential decays normalized to the amplitude of the direct component calculated using (A.2.35), (A.2.36) and (A.2.37).

$$R_{\text{DT}} = \frac{A_{\text{avg}}}{\lambda_{\text{avg}} D_{\text{avg}}} \quad (A.2.38)$$

For realistic speech signals it may happen, that due to a local increase of the speech energy shortly after an end-point has been detected, the decay curve may not have enough time to fully decay (e.g. in very short speech
pauses). Therefore, flat regions are searched for after end-points and decay regions. In the following, the search algorithm for finding the decaying and following flat regions is briefly described.

**RDT search algorithm** End points which are considered to be the beginning of an decay period in the Bark spectrum difference signals can be found by

$$\Delta \chi[\ell_0, 1, b] > \delta_{\text{max},1}. \quad (A.2.39)$$

In (A.2.39), the parameter $\ell_0$ is the block index of a possible end-point and $\delta_{\text{max},1} = 0.2$ is a percentage of the maximum of the Bark spectrum which is has been experimentally determined in [WN06]. **Figure A.16** illustrates decays in the Bark spectrum difference according to (A.2.39). Detected end-points are indicated by a black circle in Figure A.16.

![Figure A.16: End-point search, $\delta_{\text{max},1} = 0.2$.](image)

Next, the number of blocks of decay $I$ is determined by increasing $i$ as long as

$$\Delta \chi(\ell_0 + i, 1, b) > \delta_{\text{max},2} \quad i = 0, 1, \ldots, I \quad (A.2.40)$$

holds which is the case for $i = I = 3$ in the example depicted in **Figure A.17**, since

$$\Delta \chi[\ell_0 + 3, 1, b] = m_g[\ell_0 + 3, b] - m_g[\ell_0 + 3 + 1, b] = 0.05 \leq 0.1 \quad (A.2.41)$$

for $\delta_{\text{max},2} = 0.1$ being a percentage of the maximum of the Bark spectrum difference in each Bark band $b$, empirically determined in [WN06].

After determining the decaying part in the Bark spectrum, the algorithm searches for flat regions for which ripples in the Bark spectrum difference
are below a threshold $\delta_{\text{min}}$ and the Bark spectrum is below a threshold $\delta_t$ for $J$ frames.

$$
\Delta \chi[\ell_0 + i + 1, j, b] < \delta_{\text{min}} \quad m_b[\ell_0 + i + j, b] < \delta_t \quad j = 1, 2, ..., J
$$

(A.2.42)

This is illustrated in Figure A.18. Both conditions (A.2.42) are fulfilled till $J = 4$ in Figure A.18. In the search algorithm proposed in [WN06] identified flat regions are restricted to have a length of $J > 4$ blocks, thus the detected flat region in Figure A.18 would not be considered since it would be too short.
Figure A.19 shows detected flat regions (left panels) and decay regions (right panels) in solid black lines which can be used for fitting the decay model (cf. Figure A.15) and based on that for calculation of the RTD measure (A.2.38).

![Figure A.19](image)

Figure A.19: (a) Bark spectrum (BS) at Bark bin \( b = 9 \), (b) Bark spectral difference at Bark bin \( b = 9 \), (c) BS at \( b = 14 \), (d) BS difference at \( b = 14 \), (e) BS at \( b = 15 \), (f) BS difference at \( b = 15 \); RIR: \( \tau_{60} = 400 \) ms, LS-EQ: \( L_{EQ} = 256 \); \( f_s = 8000 \) Hz.

Objective Measure for Coloration in Reverberation (OMCR)

As already discussed in Section 4.2, the perceived quality of reverberant and dereverberated speech depends on the dimensions reverberation and colouration. While the previously described RDT measure tries to estimate the amount of reverberation from a given signal, the objective measure for coloration in reverberation (OMCR) [WN07] focuses on the colouration, i.e. the change in the spectral characteristics of the signal. To archive this, the OMCR algorithm searches for speech-onsets, since it is assumed that colouration can be measured by analysis of the spectra at these onset points. Although the OMCR algorithm is based on conventional time- or frequency-domain signals, i.e. does not incorporate psychoacoustic findings, it is listed at this position due to its close relation to the RDT measure described before.
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Figure A.20 visualizes the onset-detection in a specific frequency band $j$. The onsets found by the detection algorithm in the spectrum are marked by vertical dotted lines.

Figure A.20: Example of a speech onset detection (detected speech-onsets are marked by vertical dotted lines.

An onset is detected if the following two criteria are fulfilled [WN07].

$$\hat{y}[\ell, n] > \max \left\{ \sum_{j=1}^{N_\ell} \hat{y}[j, n] \right\} - \gamma_1$$ (A.2.43)

$$\hat{y}[\ell, n] - \hat{y}[\ell - i, n] > \gamma_2 - \gamma_3 \cdot (i - 1) \quad \text{for } i = 1, 2, \ldots, N_\gamma$$ (A.2.44)

Here, $\gamma_1 = 18$ dB, $\gamma_2 = 18$ dB and $\gamma_3 = 0.05$ are design parameters of the algorithm empirically determined in [WN07]. For a more detailed description of the parameters (A.2.43) and (A.2.44) the interested reader is referred to [WN07]. From the spectral points at the detected onsets the OMCR measure is calculated by

$$\text{OMCR}[n] = \sum_{\ell=1}^{N_\ell} w[\ell, n] (y[\ell, n] - \hat{y}[\ell, n]) / M_n,$$ (A.2.45)

$$\text{OMCR} = \frac{1}{N_n} \sum_{n=1}^{N_n} \text{OMCR}[n].$$ (A.2.46)

The factor $w[\ell, n]$ in (A.2.45) equals 1 for the onset frames, and 0 otherwise. $M_n$ is the number of onsets detected for the particular frequency bin $n$. Figure A.21 shows calculated OMCR values for reverberant speech.
generated by RIRs of different room reverberation time $\tau_{60}$ (left panel) and for different equalized impulse responses (LS LRC filter of different lengths $L_{\text{EQ}}$; right panel). It can be seen that the OMCR is in principle capable to assess the colouration effect in both cases.

**Figure A.21:** OMCR values without and with equalization. (a) OMCR values of a reverberant speech signal over $\tau_{60}$, (b) OMCR values for equalized speech signal over LRC filter lengths $L_{\text{EQ}}$ (RIR: $\tau_{60} = 400$ ms, LS-EQ, $d[k]$ high pass); $f_s = 8000$ Hz, $L_{\text{BI}} = f_s \cdot 32$ ms.

**Speech-to-Reverberation Modulation Energy Ratio (SRMR)**

The SRMR measure [FC08, Fal08, FZC10] is based on the auditory model according to Püschel and Kollmeier and aims at non-intrusively assessing reverberation.

**Figure A.22:** Gammatone filterbank. $f_s = 8000$ Hz, 23 filters.

After analysis of the signal by a Gammatone filter bank [PAG95, Sla93] (cf. **Figure A.22**) which is designed to match the auditory filters found in the human auditory system, the envelope of the signal in the respective band $j$,

$$e_j[k] = \sqrt{s_j[k]^2 + H\{s_j[k]\}^2}, \quad (A.2.47)$$
is calculated as visualized in Figure A.23. The operator $\mathcal{H}\{\cdot\}$ is the Hilbert transform [KK09].

![Figure A.23](image)

**Figure A.23:** Envelope $e_j[k]$ of a signal $s_j^+[k]$ in Gammatone-band $j = 14$ (center frequency 1.2 kHz); (a) anechoic signal, (b) reverberant signal ($\tau_{60} = 300$ ms).

In the left panel of Figure A.23 the envelope of anechoic signal is depicted while the right panel depicts the envelope of a reverberant signal is shown. It can be seen that the reverberant signal contains more modulation of the envelope. While the modulation of the envelope of the anechoic signal are in the range of $2 - 20$ Hz, with a maximum at about $4$ Hz representing the syl- labic rate of spoken speech [Fal08], higher modulation energy is introduced by reverberation.

After Gammatone filtering, a second filtering stage by the modulation filter bank [DPK96] which is defined in Table A.3 and depicted in Figure A.24 is done.

<table>
<thead>
<tr>
<th>Modul. band</th>
<th>$f_c$ (in Hz)</th>
<th>$B$ (in Hz)</th>
<th>Modul. band</th>
<th>$f_c$ (in Hz)</th>
<th>$B$ (in Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.0</td>
<td>2.4</td>
<td>5</td>
<td>28.9</td>
<td>18.2</td>
</tr>
<tr>
<td>2</td>
<td>6.5</td>
<td>3.9</td>
<td>6</td>
<td>47.5</td>
<td>29.1</td>
</tr>
<tr>
<td>3</td>
<td>10.7</td>
<td>6.5</td>
<td>7</td>
<td>78.1</td>
<td>47.6</td>
</tr>
<tr>
<td>4</td>
<td>17.6</td>
<td>11.0</td>
<td>8</td>
<td>128.0</td>
<td>78.8</td>
</tr>
</tbody>
</table>

**Table A.3:** Center frequencies $f_c$ and band widths $B$ of modulation filters [Fal08].

**Figure A.25** shows the resulting energy patterns of (a) the anechoic input signal, (b) after reverberation by an room impulse response of reverberation time $\tau_{60} = 300$ ms and (c) after reverberation by an room impulse response of reverberation time $\tau_{60} = 800$ ms. For analysis, the Gammatone filter
Figure A.24: Frequency responses of modulation filter bank [Fal08].

Figure A.25: Signal energy depending on analyzed acoustical frequency and modulation frequency $\tilde{e}_j[m]$ for (a) anechoic signal, (b) reverberant signal ($\tau_{60} = 300\text{ms}$), and (c) reverberant signal ($\tau_{60} = 800\text{ms}$); $f_s = 8000\text{ Hz}$. 
bank as shown in Figure A.22 and the modulation filter bank as shown in Figure A.24 have been used. It can be seen from Figure A.25 that for higher reverberation time the energy in higher modulation bands raises. Therefore, the SRMR is defined as the ratio of the modulation energy in the 4 lower modulation frequency bands to the modulation energy in higher modulation frequency bands,

\[
\text{SRMR} = \frac{\sum_{m=1}^{4} \bar{e}[m]}{\sum_{m=5}^{M} \bar{e}[m]}, \quad (A.2.48)
\]

with the energy

\[
\bar{e}_j[m] = \frac{1}{N_{\text{act}}} \sum_{i=1}^{N_{\text{act}}} e_j[i, m] \quad (A.2.49)
\]

for all \(N_{\text{act}}\) blocks in which speech activity has been detected and the mean energy for all 23 bands

\[
\bar{e}[m] = \frac{1}{23} \sum_{j=1}^{23} \bar{e}_j[m]. \quad (A.2.50)
\]

Perceptual Evaluation of Speech Quality (PESQ)

From quality assessment in the field of audio coding or noise reduction it is known that measures that are based on more exact models of the human auditory system show high correlation with subjective data. The perceptual evaluation of speech quality (PESQ) measure is a standardized measure [ITU01] that is visualized in Figure A.26. The detailed description of PESQ is beyond the scope of this thesis and the interested reader is referred to the literature [ITU01, Loi07].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{pesq_diagram.png}
\caption{Schematic of PESQ quality measure (adapted from [Loi07]).}
\end{figure}
It should be noted that the implementation of [Loi07] and the original implementation according to [ITU01] differ in their absolute values. However, at least for the tests performed for this work they result in the same trends.

**Perceptual Similarity Measure (PSM)**

A further objective quality measure originally developed to assess the quality of audio codecs is the *perceptual similarity measure* (PSM) from PEMO-Q [HK06] that uses the auditory model according to [DPK96] depicted in Figure A.27. The basilar membrane filtering stage and the modulation filtering stage in Figure A.27 use the same filters as used for the SRMR measure (cf. Figure A.24 and Figure A.25).

![Figure A.27: Schematic of auditory model according to Dau and Püschel [DPK96].](image)

The calculation of the PSM measure is visualized in Figure A.28. In a preprocessing step so-called internal representations of the reference audio signal as well as the processed audio signal are calculated by the hearing model as depicted in Figure A.27. After analysis by Gammatone filter
banks (cf. also Figure A.24) which simulate the basilar membrane filtering in the auditory system, half-wave rectifiers and low-pass filters simulate the conversion from mechanical oscillations in nerve signals in the inner ear. Then, the modulation filter bank calculates modulation frequencies (cf. also Figure A.25) to obtain the internal representations. In a post-processing step depicted in Figure A.28 below the hearing models the cross correlation is calculated as a distance measure which is used as the block-by-block quality indicator and which is combined with the current loudness of the signals. In a further processing step the internal representations are analysed by the 5% percentile which focuses on short term variations of the signals since these are perceptually relevant in the human auditory system. For more details on the PSM measure, the reader is referred to [Hub03, HK06].

**Figure A.28:** Perceptual similarity measure (PSM); (Source: [Hub03]).
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Details of Subjective Listening Tests

This appendix presents details of the subjective listening test described in Section 4.2.1. Table B.1 summarizes some properties of the selected 21 sound samples. It shows the room reverberation time of the RIR to be equalized, the LRC filter type (cf. Sections 4.3 to 4.7 for details) and the LRC filter length $L_{EQ}$ as well as the gender of the respective speaker. Figures B.1 to B.21 show systems’ impulse responses and transfer functions in panels (a) and (b), respectively. Panels (c) show the subjective rating in terms of the mean opinion score (MOS) for the four attributes *reverberated, coloured / distorted, distant* and *overall quality*. 
<table>
<thead>
<tr>
<th>sample no.</th>
<th>$\tau_{60}$ of RIR</th>
<th>LRC filter type</th>
<th>$L_{EQ}$</th>
<th>gender of speaker</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>950 ms</td>
<td>WLS-EQ</td>
<td>2048</td>
<td>male</td>
</tr>
<tr>
<td>2</td>
<td>950 ms</td>
<td>ISwPP</td>
<td>4096</td>
<td>female</td>
</tr>
<tr>
<td>3</td>
<td>500 ms</td>
<td>LS-EQ</td>
<td>2048</td>
<td>male</td>
</tr>
<tr>
<td>4</td>
<td>950 ms</td>
<td>WLS-EQ</td>
<td>8192</td>
<td>male</td>
</tr>
<tr>
<td>5</td>
<td>500 ms</td>
<td>ISwPP</td>
<td>1024</td>
<td>male</td>
</tr>
<tr>
<td>6</td>
<td>500 ms</td>
<td>WLS-EQ</td>
<td>4096</td>
<td>male</td>
</tr>
<tr>
<td>7</td>
<td>950 ms</td>
<td>WLS-EQ</td>
<td>4096</td>
<td>female</td>
</tr>
<tr>
<td>8</td>
<td>500 ms</td>
<td>ISwPP</td>
<td>8192</td>
<td>female</td>
</tr>
<tr>
<td>9</td>
<td>950 ms</td>
<td>LS-EQ</td>
<td>8192</td>
<td>female</td>
</tr>
<tr>
<td>10</td>
<td>500 ms</td>
<td>ISwINO</td>
<td>4000</td>
<td>male</td>
</tr>
<tr>
<td>11</td>
<td>500 ms</td>
<td>WLS-EQ</td>
<td>1024</td>
<td>male</td>
</tr>
<tr>
<td>12</td>
<td>500 ms</td>
<td>LS-EQ</td>
<td>1024</td>
<td>female</td>
</tr>
<tr>
<td>13</td>
<td>950 ms</td>
<td>LS-EQ</td>
<td>1024</td>
<td>female</td>
</tr>
<tr>
<td>14</td>
<td>500 ms</td>
<td>ISwPP</td>
<td>4096</td>
<td>male</td>
</tr>
<tr>
<td>15</td>
<td>500 ms</td>
<td>WLS-EQ</td>
<td>8192</td>
<td>male</td>
</tr>
<tr>
<td>16</td>
<td>950 ms</td>
<td>LS-EQ</td>
<td>4096</td>
<td>male</td>
</tr>
<tr>
<td>17</td>
<td>950 ms</td>
<td>LS-EQ</td>
<td>2048</td>
<td>male</td>
</tr>
<tr>
<td>18</td>
<td>500 ms</td>
<td>ISwPP</td>
<td>2048</td>
<td>female</td>
</tr>
<tr>
<td>19</td>
<td>500 ms</td>
<td>LS-EQ</td>
<td>4096</td>
<td>male</td>
</tr>
<tr>
<td>20</td>
<td>500 ms</td>
<td>LS-EQ</td>
<td>8192</td>
<td>male</td>
</tr>
<tr>
<td>21</td>
<td>950 ms</td>
<td>ISwPP</td>
<td>1024</td>
<td>male</td>
</tr>
</tbody>
</table>

**Table B.1:** Properties of sound samples used for the subjective listening test in Section 4.2.1.
Figure B.1: Subjective assessment of audio sample no. 1 (WLS-EQ). (a) and (b) system used for generation of audio sample no. 1 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.2: Subjective assessment of audio sample no. 2 (ISwPP). (a) and (b) system used for generation of audio sample no. 2 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.3: Subjective assessment of audio sample no. 3 (LS-EQ). (a) and (b) system used for generation of audio sample no. 3 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.4: Subjective assessment of audio sample no. 4 (WLS-EQ). (a) and (b) system used for generation of audio sample no. 4 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.5: Subjective assessment of audio sample no. 5 (ISwPP). (a) and (b) system used for generation of audio sample no. 5 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.6: Subjective assessment of audio sample no. 6 (WLS-EQ). (a) and (b) system used for generation of audio sample no. 6 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.7: Subjective assessment of audio sample no. 7 (WLS-EQ). (a) and (b) system used for generation of audio sample no. 7 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.8: Subjective assessment of audio sample no. 8 (ISwPP). (a) and (b) system used for generation of audio sample no. 8 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.9: Subjective assessment of audio sample no. 9 (LS-EQ). (a) and (b) system used for generation of audio sample no. 9 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.10: Subjective assessment of audio sample no. 10 (ISwINO). (a) and (b) system used for generation of audio sample no. 10 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.11: Subjective assessment of audio sample no. 11 (WLS-EQ). (a) and (b) system used for generation of audio sample no. 11 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.12: Subjective assessment of audio sample no. 12 (LS-EQ). (a) and (b) system used for generation of audio sample no. 12 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.13: Subjective assessment of audio sample no. 13 (LS-EQ). (a) and (b) system used for generation of audio sample no. 13 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.14: Subjective assessment of audio sample no. 14 (ISwPP). (a) and (b) system used for generation of audio sample no. 14 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.15: Subjective assessment of audio sample no. 15 (WLS-EQ). (a) and (b) system used for generation of audio sample no. 15 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.16: Subjective assessment of audio sample no. 16 (LS-EQ). (a) and (b) system used for generation of audio sample no. 16 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.17: Subjective assessment of audio sample no. 17 (LS-EQ). (a) and (b) system used for generation of audio sample no. 17 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.18: Subjective assessment of audio sample no. 18 (ISwPP). (a) and (b) system used for generation of audio sample no. 18 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.19: Subjective assessment of audio sample no. 19 (LS-EQ). (a) and (b) system used for generation of audio sample no. 19 in time- and frequency-domain. (c) results of subjective quality assessment.

Figure B.20: Subjective assessment of audio sample no. 20 (LS-EQ). (a) and (b) system used for generation of audio sample no. 20 in time- and frequency-domain. (c) results of subjective quality assessment.
Figure B.21: Subjective assessment of audio sample no. 21 (ISwPP). (a) and (b) system used for generation of audio sample no. 21 in time- and frequency-domain. (c) results of subjective quality assessment.
Appendix C

Correlations between Objective and Subjective Quality Assessment

This appendix visualizes correlations between objective and subjective quality assessment that are discussed in Section 4.2.2.

Figures C.1 to C.22 show the subjective ratings of the human listeners in terms of MOS and the respective objective quality measure. The correlation coefficient $r$ (cf. Tables 4.5 to 4.6 on page 77 ff.) is given for the overall correlation ($r_{all}$) as well as for the single LRC approaches ($r_{LS}$, $r_{WLS}$, $r_{IS}$) in each figure for each of the four attributes evaluated (reverberant, coloured/distorted, distant and overall quality). For more details about the quality measures please cf. Tables 4.1 and 4.2 on page 73 as well as Appendix A for a detailed description of the objective quality measures. For details on the subjective listening tests please refer to Section 4.2.1 and for more information about the correlation analysis, please refer to Section 4.2.2 and Section 4.2 in general.
**Figure C.1:** Correlation analysis between $D_{50}$ measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.

**Figure C.2:** Correlation analysis between $D_{80}$ measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.
Figure C.3: Correlation analysis between $C_{50}$ measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.

Figure C.4: Correlation analysis between $C_{80}$ measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.
Figure C.5: Correlation analysis between CT measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.

Figure C.6: Correlation analysis between DRR measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.
Figure C.7: Correlation analysis between VAR measure and subjective assessment. + LS-EQ, × WLS-EQ, o ISwPP, * ISwIN.

Figure C.8: Correlation analysis between SFM measure and subjective assessment. + LS-EQ, × WLS-EQ, o ISwPP, * ISwIN.
**Figure C.9:** Correlation analysis between SSRR measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.

**Figure C.10:** Correlation analysis between FWSSRR measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.
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**Figure C.11:** Correlation analysis between WSS measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.

**Figure C.12:** Correlation analysis between ISD measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.
**Figure C.13:** Correlation analysis between CD measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.

**Figure C.14:** Correlation analysis between LAR measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.
Figure C.15: Correlation analysis between LLR measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.

Figure C.16: Correlation analysis between LSD measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.
Figure C.17: Correlation analysis between BSD measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.

Figure C.18: Correlation analysis between RDT measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.
Figure C.19: Correlation analysis between SRMR measure and subjective assessment. + LS-EQ, × WLS-EQ, o ISwPP, * ISwIN.

Figure C.20: Correlation analysis between PSM measure and subjective assessment. + LS-EQ, × WLS-EQ, o ISwPP, * ISwIN.
Figure C.21: Correlation analysis between PSMt measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.

Figure C.22: Correlation analysis between PESQ measure and subjective assessment. + LS-EQ, × WLS-EQ, ○ ISwPP, * ISwIN.
Appendix D

Mathematical Proofs and Details

D.1 Proof of $G^H G = G$

This section contains the proof of $G^H G = G$ which is needed for the derivations in (3.3.23) and (4.5.39) on pages 55 and (4.5.39). Using the definition of $G$ in (2.2.21) on page 23 $G^H G$ can be written as

$$G^H G = (F_{2L \times 2L} W_{2L \times L}^{01} W_{L \times 2L}^{01} F_{2L \times 2L}^{-1})^H \cdot F_{2L \times 2L} W_{2L \times L}^{01} W_{L \times 2L}^{01} F_{2L \times 2L}^{-1}.$$ 

With the definition of the inverse DFT matrix $F_{2L \times 2L}^{-1} = F_{2L \times 2L}^*(2L)$ and $F_{2L \times 2L}^T = F_{2L \times 2L}$ we obtain

$$G^H G = \left( \frac{F_{2L \times 2L}^*}{2L} \right)^H \cdot W_{2L \times L}^{01} W_{L \times 2L}^{01} F_{2L \times 2L}^H F_{2L \times 2L} W_{2L \times L}^{01} \cdot W_{L \times 2L}^{01} F_{2L \times 2L}^{-1}$$

$$= \frac{2L}{2L} F_{2L \times 2L}^T W_{2L \times L}^{01} W_{L \times 2L}^{01} W_{2L \times L}^{01} W_{L \times 2L}^{01} F_{2L \times 2L}^{-1}$$

$$= F_{2L \times 2L} W_{2L \times L}^{01} W_{L \times 2L}^{01} F_{2L \times 2L}^{-1}$$

$$= G, \quad \text{q.e.d.}$$
D.2 Proof of $G^H e_{\text{AEC}}[\ell] = e_{\text{AEC}}[\ell]$ and $G^H \hat{Y}[\ell] = \hat{Y}[\ell]$

This section contains the proof of $G^H e_{\text{AEC}}[\ell] = e_{\text{AEC}}[\ell]$ which is needed for the derivation in (3.3.23) on page 55.

Please note, that by replacing $e_{\text{AEC}}[\ell]$ by $\hat{y}[\ell]$ the derivation holds to prove that $G^H \hat{Y}[\ell] = \hat{Y}[\ell]$ in (4.5.39) on page 113.

Using the definition of $G$ in (2.2.21) on page 23 we obtain

$$G^H e_{\text{AEC}}[\ell] = \left( F_{2L \times 2L} W_{2L \times L}^0 W_{L \times 2L}^0 F_{2L \times 2L}^{-1} \right)^H F_{2L \times 2L} W_{2L \times L}^0 e_{\text{AEC}}[\ell].$$

With $(W_{L \times 2L}^0)^T = W_{2L \times L}^0$ and the definition of the inverse DFT matrix $F_{2L \times 2L}^{-1} = F_{2L \times 2L}^* / (2L)$ and $F_{2L \times 2L}^T = F_{2L \times 2L}$ we obtain

$$G^H e_{\text{AEC}}[\ell] = \frac{(F_{2L \times 2L}^*)^H}{2L} W_{2L \times L}^0 W_{L \times 2L}^0 F_{2L \times 2L}^H F_{2L \times 2L} \underbrace{W_{2L \times L}^0}_{2LI_{2L \times 2L}} e_{\text{AEC}}[\ell]$$

$$= F_{2L \times 2L}^T W_{2L \times L}^0 [O_{L \times L} I_{L \times L}] \left[ \begin{array}{l} 0_{L \times L} \\ I_{L \times L} \end{array} \right] e_{\text{AEC}}[\ell]$$

$$= F_{2L \times 2L}^T W_{2L \times L}^0 e_{\text{AEC}}[\ell]$$

$$= e_{\text{AEC}}[\ell], \text{q.e.d.}$$
Abbreviations and Symbols

List of abbreviations and acronyms

AAC  advanced audio codec
AD   analogue/digital
AEC  acoustic echo canceller
AES  acoustic echo suppression
AGC  automatic gain control
aka. also known as
ANC  active noise control
ANOVA analysis of variance
AP   affine projection
APA  affine projection algorithm
APSD auto power spectral density
BF   beamformer
BSD  bark spectral distortion
CD   cepstral distance
cf.  confer
CI   clarity index
CPSD cross power spectral density
CT   central time
DA   digital/analogue
dB   decibel
DFT  discrete Fourier transform
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>dFxLMS</td>
<td>decoupled filtered-X least-mean-squares</td>
</tr>
<tr>
<td>DMT</td>
<td>discrete multitone</td>
</tr>
<tr>
<td>DOA</td>
<td>direction of arrival</td>
</tr>
<tr>
<td>DRR</td>
<td>direct-path-to-reverberation-ratio</td>
</tr>
<tr>
<td>DTD</td>
<td>double-talk detection</td>
</tr>
<tr>
<td>DTFT</td>
<td>discrete time Fourier transform</td>
</tr>
<tr>
<td>EC</td>
<td>echo cancellation</td>
</tr>
<tr>
<td>EDC</td>
<td>energy decay curve</td>
</tr>
<tr>
<td>EIC</td>
<td>echo- and interference canceller</td>
</tr>
<tr>
<td>e.g.</td>
<td>exempli gratia</td>
</tr>
<tr>
<td>ERLE</td>
<td>echo return loss enhancement</td>
</tr>
<tr>
<td>EQ</td>
<td>equalizer</td>
</tr>
<tr>
<td>FAP</td>
<td>fast affine projection</td>
</tr>
<tr>
<td>FDAF</td>
<td>frequency-domain adaptive filter</td>
</tr>
<tr>
<td>FFT</td>
<td>fast Fourier transform</td>
</tr>
<tr>
<td>FHT</td>
<td>fast Hadamard transform</td>
</tr>
<tr>
<td>FIR</td>
<td>finite impulse response</td>
</tr>
<tr>
<td>FT</td>
<td>Fourier transform</td>
</tr>
<tr>
<td>FWSSRR</td>
<td>frequency-weighted SSRR</td>
</tr>
<tr>
<td>FWSEG</td>
<td>frequency-weighted SSRR</td>
</tr>
<tr>
<td>FxLMS</td>
<td>filtered-X least-mean-squares</td>
</tr>
<tr>
<td>GUI</td>
<td>graphical user interface</td>
</tr>
<tr>
<td>Hz</td>
<td>hertz</td>
</tr>
<tr>
<td>i.e.</td>
<td>id est / that is</td>
</tr>
<tr>
<td>IFT</td>
<td>inverse Fourier transform</td>
</tr>
<tr>
<td>IFFT</td>
<td>inverse fast Fourier transform</td>
</tr>
<tr>
<td>IIR</td>
<td>infinite impulse response</td>
</tr>
<tr>
<td>IPNLMS</td>
<td>improved proportionate NLMS</td>
</tr>
<tr>
<td>IQR</td>
<td>inter quartile range</td>
</tr>
<tr>
<td>IR</td>
<td>impulse response</td>
</tr>
<tr>
<td>IS</td>
<td>Itakura-Saito (distance)</td>
</tr>
<tr>
<td>ISD</td>
<td>Itakura-Saito distance</td>
</tr>
<tr>
<td>ISwINO</td>
<td>impulse-response shaping with $\infty$-norm optimization</td>
</tr>
<tr>
<td>ISwPP</td>
<td>impulse-response shaping with post processing</td>
</tr>
<tr>
<td>Symbol</td>
<td>Abbreviation</td>
</tr>
<tr>
<td>--------</td>
<td>--------------</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>kHz</td>
<td>kilohertz</td>
</tr>
<tr>
<td>LAR</td>
<td>log-area ratio</td>
</tr>
<tr>
<td>LLR</td>
<td>log-likelihood ratio</td>
</tr>
<tr>
<td>LMS</td>
<td>least-mean-squares</td>
</tr>
<tr>
<td>LPC</td>
<td>linear predictive coding</td>
</tr>
<tr>
<td>LRC</td>
<td>listening-room compensation</td>
</tr>
<tr>
<td>LRM</td>
<td>loudspeaker room microphone</td>
</tr>
<tr>
<td>LS</td>
<td>least-squares</td>
</tr>
<tr>
<td>LS-EQ</td>
<td>least-squares equalizer</td>
</tr>
<tr>
<td>LSD</td>
<td>log-spectral distortion</td>
</tr>
<tr>
<td>LTI</td>
<td>linear time-invariant</td>
</tr>
<tr>
<td>MC</td>
<td>multi-channel</td>
</tr>
<tr>
<td>MDF</td>
<td>multi-delay filter</td>
</tr>
<tr>
<td>mFxLMS</td>
<td>modified filtered-X least-mean-squares</td>
</tr>
<tr>
<td>MIMO</td>
<td>multiple input multiple output</td>
</tr>
<tr>
<td>MINT</td>
<td>multiple input/output inverse theorem</td>
</tr>
<tr>
<td>MISO</td>
<td>multiple input single output</td>
</tr>
<tr>
<td>ML</td>
<td>maximum length</td>
</tr>
<tr>
<td>MLS</td>
<td>maximum length sequences</td>
</tr>
<tr>
<td>MMSE</td>
<td>minimum mean squared error</td>
</tr>
<tr>
<td>MOS</td>
<td>mean opinion score</td>
</tr>
<tr>
<td>MPNLMS</td>
<td>$\mu$-law PNLMS</td>
</tr>
<tr>
<td>MVDR</td>
<td>minimum variance distortionless response</td>
</tr>
<tr>
<td>ms</td>
<td>millisecond(s)</td>
</tr>
<tr>
<td>MSC</td>
<td>magnitude squared coherence</td>
</tr>
<tr>
<td>MTI</td>
<td>modulation transfer index</td>
</tr>
<tr>
<td>NR</td>
<td>noise reduction</td>
</tr>
<tr>
<td>NLMS</td>
<td>normalized least-mean-squares</td>
</tr>
<tr>
<td>OFDM</td>
<td>orthogonal frequency division multiplexing</td>
</tr>
<tr>
<td>OLA</td>
<td>overlap-add</td>
</tr>
<tr>
<td>OLS</td>
<td>overlap-save</td>
</tr>
<tr>
<td>PDS</td>
<td>power delay spectrum</td>
</tr>
<tr>
<td>PDP</td>
<td>power delay profile</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>PESQ</td>
<td>Perceptual Evaluation of Speech Quality</td>
</tr>
<tr>
<td>PEMO-Q</td>
<td>perception model for quality</td>
</tr>
<tr>
<td>PFBLMS</td>
<td>partitioned frequency block LMS</td>
</tr>
<tr>
<td>PNLMS</td>
<td>proportionate normalized least-mean-squares</td>
</tr>
<tr>
<td>PPMCC</td>
<td>Pearson product-moment correlation coefficient</td>
</tr>
<tr>
<td>PSD</td>
<td>power spectral density</td>
</tr>
<tr>
<td>PSM</td>
<td>perceptual similarity measure</td>
</tr>
<tr>
<td>q.e.d.</td>
<td>quod erat demonstrandum</td>
</tr>
<tr>
<td>RDT</td>
<td>reverberation decay tail</td>
</tr>
<tr>
<td>REEF</td>
<td>residual echo estimation filter</td>
</tr>
<tr>
<td>RIR</td>
<td>room impulse response</td>
</tr>
<tr>
<td>RLS</td>
<td>recursive least-squares</td>
</tr>
<tr>
<td>RMS</td>
<td>root-mean-squares</td>
</tr>
<tr>
<td>RT60</td>
<td>room reverberation time</td>
</tr>
<tr>
<td>RTF</td>
<td>room transfer function</td>
</tr>
<tr>
<td>SAD</td>
<td>speech activity detection</td>
</tr>
<tr>
<td>SAEC</td>
<td>stereo acoustic echo canceller</td>
</tr>
<tr>
<td>SC</td>
<td>single-channel</td>
</tr>
<tr>
<td>SFM</td>
<td>spectral flatness measure</td>
</tr>
<tr>
<td>SIMO</td>
<td>single input multiple output</td>
</tr>
<tr>
<td>SIR</td>
<td>signal-to-interference ratio</td>
</tr>
<tr>
<td>SISO</td>
<td>single input single output</td>
</tr>
<tr>
<td>SRMR</td>
<td>speech-to-reverberation modulation energy ratio</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>SNRE</td>
<td>signal-to-noise ratio enhancement</td>
</tr>
<tr>
<td>SRR</td>
<td>signal-to-reverberation ratio</td>
</tr>
<tr>
<td>SRRE</td>
<td>signal-to-reverberation ratio enhancement</td>
</tr>
<tr>
<td>SSRR</td>
<td>segmental signal to reverberation ratio</td>
</tr>
<tr>
<td>SSRRE</td>
<td>segmental signal to reverberation ratio enhancement</td>
</tr>
<tr>
<td>STFT</td>
<td>short time Fourier transform</td>
</tr>
<tr>
<td>STI</td>
<td>speech transmission index</td>
</tr>
<tr>
<td>STSA</td>
<td>short time spectral attenuation</td>
</tr>
<tr>
<td>TF</td>
<td>transfer function</td>
</tr>
<tr>
<td>VAD</td>
<td>voice activity detection</td>
</tr>
</tbody>
</table>
viz. videlicet
WFS wave-field synthesis
WLS weighted least-squares
WLS-EQ weighted least-squares equalizer
WOLA weighted overlap-add
w.r.t. with respect to
WSS weighted spectral slope

Mathematical Symbols

(·)\(^{-1}\) inverse of (·)
(·)\(^T\) transpose of (·)
(·)\(^H\) Hermitian transpose of (·)
(·)* conjugate complex of (·)
(·)\(\dagger\) Moore-Penrose pseudoinverse of (·)
(·) * (·) convolution
(·) \(\times\) (·) dimension of matrix
bdiag{·} block diagonal matrix, cf. (2.2.13)
DFT{·} discrete Fourier transform as defined in (2.2.3) or (2.2.5)
diag{·} if (·) is a matrix diag{·} gives the main diagonal
if (·) is a vector diag{·} builds up a matrix with the vector’s
elements on the main diagonal and zeros else
E{·} expectation operator
\(\mathcal{H}\{·\}\) Hilbert transform
ln(·) natural logarithm
log\(_{10}\)(·) base 10 logarithm
\(\mathcal{L}\{·\}\) limiting operator, cf. (A.2.10)
tr{·} trace of a matrix
\(\forall\) for all
\(\|·\|_p\) \(l_p\)-norm according to definition (3.2.13)
\(\|·\|_\infty\) \(l_\infty\)-norm according to definition (3.2.19)
\(|·|\) absolute value (of each entry if applied to a vector or matrix)
\(\odot\) element-by-element division of two vectors
\(\mathbb{N}^+\) positive natural number
\(\nabla\{·\}\) gradient
\(\partial\{·\}\) partial derivation

Latin Symbols

0_{m \times n} vector or matrix of size \(m \times n\) containing zeros
Symbols and Abbreviations

1_{m \times n}: vector or matrix of size $m \times n$ containing ones

$a_y[\ell], a_{\hat{y}}[\ell]$: LPC coefficient vectors of the signal blocks $y[\ell]$ and $\hat{y}[\ell]$, cf. (A.2.13) and (A.2.14)

$A$: auxiliary matrix used in (4.7.7)

$A(v)$: arithmetic mean of vector $v$, cf. (A.1.10)

$b$: critical band rate, cf. (A.2.21)

$b[k]$: white Gaussian process used for RIR model in (2.1.2)

$B_{BP}$: auxiliary matrix used in (4.7.8)

BSD: objective quality measure Bark spectral distortion, cf. (A.2.30)

$c$: speed of sound ($c \approx 340$ m/s), cf. p. 15

$c_y[j, \ell], c_{\hat{y}}[j, \ell]$: cepstral coefficients of signals $y[k]$ and $\hat{y}[k]$ for block $\ell$, cf. (A.2.18), (A.2.19)

$c_{AEC}, c_{AEC}[k]$: fixed and time-varying AEC filter coefficient vectors, cf. (3.2.2)

$c_{EQ}, c_{EQ}[k]$: fixed and time-varying LRC filter coefficient vectors, cf. (4.2.2) and (4.5.1)

$c_{ISwPP}^{EQ, opt}$: LRC by means of impulse response shortening with post processing based on (4.7.8) and after processing by (4.7.10)

$c_{ISwINO}^{EQ}$: impulse response shaping based on $p$-norm / $\infty$-norm optimization, cf. Section 4.7.2

$c_{EQ}^{WLS}$: weighted least-squares LRC filter coefficients, cf. (4.6.9)

$c_{EQ}[\ell], c_{EQ,p}[\ell]$: LRC filter coefficient vector in block time-domain, cf. (4.5.30) and (4.5.30) for one loudspeaker channel $p$

$c_{EQ}[\ell]$: LRC filter coefficient vector in block-frequency-domain, cf. (4.5.28)

$c_{REEF}[\ell]$: REEF filter coefficient vector as used in Figure 3.17 and (3.3.31)

$C$: constant used in (2.1.5)

$C_{50}(v)$: objective quality measure clarity $C_{50}$, cf. (A.1.4)

$C_{80}(v)$: objective quality measure clarity $C_{80}$, cf. (A.1.5)

$CB(f)$: critical bandwidth, cf. (A.2.20)

CD: objective quality measure cepstral distance, cf. (A.2.17)

CT($v$): objective quality measure central time, cf. (A.1.6)

$d$: desired system for EQ, cf. (4.4.3) and (4.4.19)

$d_q$: desired system for EQ for reference microphone $q$, cf. (4.4.20)

$d_q$: desired system for EQ for reference microphone $q$ in block-frequency-domain, cf. (4.5.27)

$d_d, d_u$: desired systems based on window functions for weighted least-squares equalization and RIR reshaping filters, cf. (4.7.4) and (4.7.5)

$D_{50}(v)$: objective quality measure definition $D_{50}$, cf. (A.1.1)

$D_{80}(v)$: objective quality measure definition $D_{80}$, cf. (A.1.2)
Symbols and Abbreviations

$D_c$ critical distance as defined in (2.1.7)

$D_{dB}[k]$ relative system misalignment according to (3.1.4)

DRR objective quality measure direct-to-reverberation-ratio, cf. (A.1.7)

$D$ convolution matrix build from the coefficients of the desired system vector $d$ used in Section 4.7.1

$e_{EQ}[k]$ error signal for LRC filter

$e_{AEC}[k]$ error signal for AEC filter (equals $\xi[k]$)

$e_{AEC,p}[k]$ error signal for AES filter, cf. Figure 3.16

$e_{BP}[k]$ error signal to calculate the predictor for spectral post processing as in Figure 4.41

$e_p[k]$ error signal for spectral post processing

$\overline{e}_{AEC}^2[k]$ smoothed power of the error signal as defined in (5.1.13)

$e[k]$ error signal vector

$e_{AEC}[\ell]$ AEC error signal vector as defined in (3.3.6)

$e_{WLS}^{EQ}$ error signal vector for weighted least-squares LRC filter, cf. (4.6.3)

$e_{PF}[k]$ PF error signal vector as defined in (3.3.5)

$e_{AEC}[\ell]$ block-frequency-domain AEC error signal, cf. (3.3.13)

$e_{AEC,p}[\ell]$ block-frequency-domain AES error signal, cf. (3.3.15)

EDC($t$) energy decay curve, cf. (2.1.5)

ERLE$|_{dB}[k]$ echo return loss enhancement in dB, cf. (3.1.6)

$E_{AEC}[\ell]$ matrix containing AEC error signal of two blocks on main diagonal, cf. (3.3.14)

$E_{EQ,mod}[\ell]$ matrix in block-frequency-domain containing modified error signal of mFxLMS or dFxLMS equalizer, cf. (4.5.31)

$E_{EQ,mod,q}[\ell]$ matrix in block-frequency-domain containing modified error signal of mFxLMS or dFxLMS equalizer for reference microphone channel $q$, cf. (4.5.22)

$f$ frequency

$f_s$ sampling frequency

FWSSRR objective quality measure frequency-weighted SSRR, cf. (A.2.4)

$F_{2L \times 2L}$ DFT matrix of size $2L \times 2L$, see (2.2.5)

$F_{2L \times L}$ DFT matrix of size $2L \times L$, see (2.2.9)

$F_{2L \times 2L}^{-1}$ inverse DFT matrix of size $2L \times 2L$, cf. p. 21

$g_i[k]$ step-size coefficient $i$ for proportionate update schemes

$G(\mathbf{v})$ geometric mean of vector $\mathbf{v}$, cf. (A.1.10)

$G$ constraining matrix as defined in (2.2.21)

$h(t), h[k]$ (room) impulse response

$h_{AEC}[k]$ room impulse response for AEC, cf. e.g. Figure 1.2

$h_{EQ}[k]$ room impulse response for EQ, cf. e.g. Figure 1.2

$h_f[k]$ room impulse response in far-end room, cf. e.g. Figure 1.2

$h_M[k]$ (room) impulse response model as defined in (2.1.2)

$h(f)$ room transfer function (RTF)
Symbols and Abbreviations

\( h \) vector containing RIR coefficients as defined in (4.2.3) or (2.2.2a)

\( h_i \) vector containing one partition of the impulse response as defined in (2.2.2b)

\( h[k] \) vector containing time-variant RIR coefficients as defined in (3.1.2)

\( \hat{h}[k] \) vector containing coefficients of RIR estimates as defined in (3.1.3) - equals \( c_{AEC}[k] \)

\( \tilde{h}[k] \) system misalignment vector of AEC as defined in (3.1.1)

\( h \) vector of zero-padded block transfer function as defined in (2.2.10)

\( h_i \) vector containing RTF coefficients of one partition, cf. (2.2.11)

\( H_{CM} \) convolution matrix build up by RIR coefficients, cf. (4.4.16) and (4.2.7)

\( H_{CM,pq} \) SISO convolution matrix build up by RIR coefficients, cf. (4.4.17) and (4.2.7)

\( \tilde{H}_{CM} \) convolution matrix of the RIR estimation error, cf. (5.1.8)

\( \tilde{H}_{CM} \) convolution matrix of the estimated RIR, cf. (5.1.9)

\( H[\ell] \) frequency-domain MIMO channel matrix, cf. (4.5.8)

\( \ell \) no of channels of the far-end signal

\( I \) total number of room surfaces, see (2.1.4)

\( \text{ISD}[\ell] \) objective quality measure Itakura-Saito distance, cf. (A.2.15)

\( I_{L \times L} \) identity matrix of size \( L \times L \)

\( \tilde{I}_{2L \times 2L} \) shifting matrix matrix of size \( 2L \times 2L \), see (2.2.17)

\( J \) no. of source signals

\( J[\ell] \) error criterion function as defined e.g. in (3.3.19)

\( k \) discrete-time index

\( k_0 \) delay introduced by the equalizer

\( \bar{k}_0 \) main peak of desired system vector \( d \)

\( k_{0,\text{opt}} \) optimum delay of the equalizer, cf. (4.4.9)

\( k_{0,\text{opt,BSD}} \) optimum delay of the equalizer defined by optimum BSD, cf. (4.4.7)

\( k_{0,\text{opt,SRRE}} \) optimum delay of the equalizer defined by optimum SRRE, cf. (4.4.8)

\( k_{50} \) position of lag in IR corresponding to 50 ms, cf. Figure A.1

\( k_{80} \) position of lag in IR corresponding to 80 ms, cf. Figure A.1

\( k_{\text{init}} \) initial delay of an impulse response

\( k_{\Delta} \) range around the main peak of IR as used in (A.1.7)

\( \ell \) block-time index
\( l_\infty[k] \)  
parameter of PNLMS algorithm in (3.2.19)

\( l'_\infty[k] \)  
parameter of PNLMS algorithm in (3.2.18)

\( L \)  
block length

\( L_{\text{DFT}} \)  
DFT length

\( L_{\text{AEC}} \)  
length of AEC filter \( c_{\text{AEC}} \) defined in (3.2.2)

\( L'_{\text{AEC}} \)  
number of blocks needed for partitioned AEC

\( L_{\text{EQ}} \)  
length of EQ filter \( c_{\text{EQ}} \) defined in (4.2.2)

\( L'_{\text{EQ}} \)  
number of blocks needed for partitioned EQ

\( L_h \)  
length of RIR vector \( h \) defined in (4.2.3)

\( L'_{h} \)  
number of blocks of partitioned RIR

\( L_p \)  
length of post-filter vector \( p \) defined in (3.3.4)

\( L_{\text{REEF}} \)  
length of REEF filter \( c_{\text{REEF}} \)

\( \text{LAR} \)  
objective quality measure log-area ratio, cf. (A.2.16)

\( \text{LLR}[\ell] \)  
objective quality measure log-likelihood ratio, cf. (A.2.12)

\( \text{LSD} \)  
objective quality measure log-spectral distortion, cf. (A.2.9)

\( m \)  
loudness level in sone, cf. (A.2.29)

\( M_{\text{REEF}}[\ell] \)  
diagonal coefficient matrix containing step-sizes for residual echo estimation filter in (3.3.31)

\( M_{\text{PNLMS}}[k] \)  
diagonal coefficient matrix containing step-sizes for PNLMS as defined in (3.2.15)

\( M_{\text{IPNLMS}}[k] \)  
diagonal coefficient matrix containing step-sizes for IPNLMS as defined in (3.2.24)

\( n \)  
discrete frequency index

\( n[k] \)  
disturbance / noise signal

\( O \)  
overclocking factor in Algorithm 3 (dFxLMS)

\( \text{OMCR}, \text{OMCR}[n] \)  
objective measure for coloration in reverberation, cf. (A.2.46)

\( p \)  
the coefficient vector of the RIR reshaping predictor, cf. (4.7.9)

\( p, p_x, p_y, p_z \)  
spatial position with 3-dimentional coordinates (cf. Section 2.1.1)

\( p[k] \)  
AES post-filter coefficients, cf. (3.3.4)

\( p[\ell] \)  
AES post-filter coefficients in block-frequency domain, cf. (3.3.8)

\( P \)  
no of loudspeakers

\( q[\ell] \)  
the REEF time-domain block error signal as defined in (3.3.16)

\( Q \)  
no of microphones

\( Q \)  
directivity of sound source used in (2.1.6)

\( r_{\text{corr}} \)  
correlation coefficient as defined in (4.2.1)

\( r_{x\psi} \)  
crosscorrelation vector of \( x \) and \( \psi \) in (3.2.5)

\( \hat{r}_{x\psi} \)  
estimated crosscorrelation vector of \( x \) and \( \psi \), cf. (3.2.9)

\( r[k] \)  
signal vector in the update path of FxLMS and derivates as defined in (4.5.3)
Symbols and Abbreviations

\( r_{pq}[\ell] \) signal vector in the update path for loudspeaker channel \( p \) and microphone channel \( q \), cf. (4.5.17)

\( r_{pq}[\ell] \) signal vector in the update path for loudspeaker channel \( p \) and microphone channel \( q \) in block-frequency-domain, cf. (4.5.16)

\( R \) room constant, cf. e.g. (2.1.6)

\( R_{xx} \) covariance matrix of \( x \) in (3.2.1)

\( \hat{R}_{xx} \) estimated covariance matrix of \( x \) in (3.2.9)

\( R[\ell] \) block-frequency-domain signal used in update path of FxLMS algorithms, cf. (4.5.35)

\( R_p[\ell] \) block-frequency-domain signal used in update path of FxLMS algorithms for loudspeaker channel \( p \), cf. (4.5.21)

\( R_q[\ell] \) block-frequency-domain signal used in update path of FxLMS algorithms for microphone channel \( q \), cf. (4.5.20)

\( R_{pq}[\ell] \) block-frequency-domain signal used in update path of FxLMS algorithms for loudspeaker channel \( p \) and microphone channel \( q \), cf. (4.5.18)

\( \hat{R}_{pq}[\ell] \) block-frequency-domain signal used in update path of FxLMS algorithms for loudspeaker channel \( p \) and microphone channel \( q \) containing two blocks of input, cf. (4.5.19)

\( R_{ss}[k] \) covariance matrix of the input signal \( s[k] \)

\( s, s_x, s_y, s_z \) spatial position with 3-dimentional coordinates (cf. Section 2.1.1)

\( s(t), s[k] \) speech signal

\( s_{dec}[k] \) independent input signal defined in dFxlMS algorithm

\( s_f[k] \) signal of far-end speaker

\( s_n[k] \) signal of near-end speaker

\( s[k], s_1[k], s_{II}[k] \) vectors containing samples of signal as defined in (4.4.2), (4.5.4) and (4.5.5)

\( s[\ell] \) time-domain vector containing one block of input (speech) signal, cf. (4.5.14)

\( S_1, S_2 \) switches

\( S_i \) wall surface area in Sabine formula, cf. (2.1.4)

\( S_{F\Delta}[b] \) spreading function with triangular approximation, cf. (A.2.22)

\( S_{FSH}[b] \) spreading function according to Sekey and Hanson, cf. (A.2.23)

\( S_{FMP3}[b] \) spreading function as used in MP3 standard, cf. (A.2.24)

\( S_{F\text{M}(\mathbf{v})} \) objective quality measure spectral flatness measure (SF\text{M}), cf. (A.1.10)

\( \text{SRRE}_{\text{dB}} \) objective quality measure segmental signal-to-reverberation-ratio enhancement in dB, cf. (A.2.2)

\( \text{SSRR}_{\text{dB}} \) objective quality measure segmental signal-to-reverberation-ratio in dB, cf. (A.2.1)
Symbols and Abbreviations

$\mathbf{S}[\ell]$ block-frequency-domain matrix containing (speech) input data, cf. (4.5.12) or (4.5.26)

$\mathbf{\hat{S}}[\ell]$ block-frequency-domain matrix containing input data from two successive blocks, cf. (4.5.13)

t, t' time (constant)

$u[k]$ Heaviside step function

$x(t), x[k]$ time-domain input data vector, cf. (2.2.1)

$x_p[k]$ loudspeaker signal

$x_p[k]$ loudspeaker signal for channel $p$

$x^2[k]$ vector of input samples (loudspeaker signal)

$x[k]$ block time-domain input data vector, cf. (2.2.1)

$x_p[k]$ block time-domain signal of loudspeaker channel $p$, cf. (2.2.1)

$\mathbf{X}[\ell]$ frequency-domain matrix containing input data as defined in (2.2.15), (4.5.10)

$\mathbf{\hat{X}}[\ell]$ frequency-domain matrix containing input data from two successive blocks, cf. (2.2.15)

$\mathbf{X}_p[\ell]$ frequency-domain matrix containing input data from two successive blocks of loudspeaker channel $p$, cf. (4.5.10)

$y[k]$ microphone signal

$y[q][k]$ microphone signal of channel $q$

$\mathbf{y}[\ell]$ time-domain vector containing microphone signal, cf. (2.2.24) and (2.2.27)

$\mathbf{\tilde{y}}[\ell]$ time-domain vector containing cyclic convolution products, cf. (2.2.19) and (2.2.26)

$\mathbf{\hat{y}}[\ell]$ desired signal which results from filtering the input signal with the desired system, cf. (4.5.25)

$\mathbf{y}[\ell]$ block-frequency-domain microphone signal, cf. (2.2.20)

$\mathbf{\hat{y}}[\ell]$ block-frequency-domain microphone signal containing cyclic convolution products, cf. (2.2.14)

$\mathbf{Y}[\ell]$ block-frequency-domain microphone signal, cf. (4.5.6) and (4.5.34)

$\mathbf{\hat{Y}}_q[\ell]$ desired signal in block-frequency-domain which results from filtering the input signal with the respective desired system for each channel $q$, cf. (4.5.23)

$\mathbf{\hat{Y}}_q[\ell]$ block-frequency-domain matrix containing two successive blocks of signal after desired system $\mathbf{d}_q$, cf. (4.5.24)

$\mathbf{v}, v[k]$ equalized system vector, cf. (4.2.5) and (5.2.1)

$\mathbf{v}$ transfer function vector of equalized system, cf. e.g. Section A.1.5

$\bar{v}_{dB}$ mean logarithmic spectrum of equalized system, cf. (A.1.9)

$v'[k]$ equalized system vector, cf. (5.2.2)

$V$ volume (of a room) in Sabine formula (2.1.4)
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{-1}$</td>
<td>convolution matrix made of $v$ with an additional first row of zeros to take into account the delay of one sample as depicted in Figure 4.41</td>
</tr>
<tr>
<td>$\text{VAR}(v)$</td>
<td>objective quality measure VAR, cf. (A.1.8)</td>
</tr>
<tr>
<td>$w$</td>
<td>window function, cf. (4.6.5)</td>
</tr>
<tr>
<td>$w_{FW}$</td>
<td>window function corresponding to forward time masking, cf. (4.6.1)</td>
</tr>
<tr>
<td>$w_{0,k}$</td>
<td>coefficients of window function $w_{FW}$, cf. (4.6.2)</td>
</tr>
<tr>
<td>$w_d, w_u$</td>
<td>window functions for weighted least-squares equalizer</td>
</tr>
<tr>
<td>$W$</td>
<td>matrix containing window function vector on main diagonal, cf. (4.6.4)</td>
</tr>
<tr>
<td>$W_{L \times 2L}^{01}$</td>
<td>windowing matrix of size $L$ times $2L$, cf.(2.2.23)</td>
</tr>
<tr>
<td>$W_{2L \times L}^{01}$</td>
<td>windowing matrix of size $2L$ times $L$, cf.(2.2.22)</td>
</tr>
<tr>
<td>$W_{2L \times L}^{10}$</td>
<td>windowing matrix of size $2L$ times $L$, cf.(2.2.8)</td>
</tr>
<tr>
<td>WSS</td>
<td>objective quality measure weighted spectral slope, cf. (A.2.7)</td>
</tr>
</tbody>
</table>

### Greek Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>smoothing constant or parameter in (3.3.12)</td>
</tr>
<tr>
<td>$\alpha_{w,\text{IS}}$</td>
<td>design parameter for window function in (4.7.3)</td>
</tr>
<tr>
<td>$\alpha_{w,\text{WLS}}$</td>
<td>design parameter for window function in (4.6.2)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>absorption coefficient, cf. (2.1.4), or parameter in (3.3.12)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>parameter in (3.3.12)</td>
</tr>
<tr>
<td>$\gamma_1, \gamma_2, \gamma_3$</td>
<td>design parameters for OMCR quality measure, cf. (A.2.46)</td>
</tr>
<tr>
<td>$\gamma(\mathbf{h})$</td>
<td>sparsity measure, cf. (3.2.12)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>general regularization parameter used in different algorithms such as e.g. NLMS (3.2.11)</td>
</tr>
<tr>
<td>$\delta_{\text{IPNLMS}}$</td>
<td>regularization parameter for PNLMS in (3.2.23)</td>
</tr>
<tr>
<td>$\delta_{\text{NLMS}}$</td>
<td>regularization parameter for NLMS in (3.2.11)</td>
</tr>
<tr>
<td>$\delta_{\text{PNLMS}}$</td>
<td>regularization parameter for PNLMS in (3.2.14)</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>small value</td>
</tr>
<tr>
<td>$\eta$</td>
<td>damping constant as defined in (2.1.3)</td>
</tr>
<tr>
<td>$\mu_{d\text{FxLMS}}$</td>
<td>step-size of decoupled FxLMS algorithm</td>
</tr>
<tr>
<td>$\mu_{\text{FxLMS}}$</td>
<td>step-size of FxLMS algorithm</td>
</tr>
<tr>
<td>$\mu_{\text{IPNLMS}}$</td>
<td>fixed step-size of IPNLMS algorithm in (3.2.23)</td>
</tr>
<tr>
<td>$\mu_{\text{LMS}}$</td>
<td>step-size of LMS algorithm in (3.2.10)</td>
</tr>
<tr>
<td>$\mu_{\text{mFxLMS}}$</td>
<td>step-size of modified FxLMS algorithm</td>
</tr>
<tr>
<td>$\mu_{\text{NLMS}}[k]$</td>
<td>step-size of LMS algorithm</td>
</tr>
<tr>
<td>$\mu_{\text{PNLMS}}$</td>
<td>fixed step-size of PNLMS algorithm in (3.2.14)</td>
</tr>
<tr>
<td>$\mu_{i,\text{IPNLMS}}[k]$</td>
<td>step-size of IPNLMS for coefficient $i$, cf. (3.2.27)</td>
</tr>
<tr>
<td>$\mu_{i,\text{PNLMS}}[k]$</td>
<td>step-size parameter of PNLMS algorithm in (3.2.17)</td>
</tr>
<tr>
<td>$\mathbf{\mu}_{\text{PNLMS}}[k]$</td>
<td>coefficient vector containing step-sizes of the PNLMS algorithm as defined in (3.2.16)</td>
</tr>
</tbody>
</table>
Symbols and Abbreviations

\( \mu_{\text{IPNLMS}}[k] \) coefficient vector containing step-sizes of the IPNLMS algorithm as defined in (3.2.25)

\( \mu_{\text{IPNLMS}}[k] \) IPNLMS step-size vector, cf. (3.2.25)

\( \pi \) PI value, e.g. used in (2.1.7)

\( \rho \) parameter of PNLS algorithm in (3.2.17)

\( \tau_{60} \) room reverberation time (cf. Section 2.1.4)

\( \nu \) control parameter of PNLS algorithm in (3.2.18)

\( \psi[k] \) acoustic echo signal

\( \hat{\psi}[k] \) estimate of acoustic echo signal (AEC filter output)

\( \Phi_{e_{\text{AEC}} e_{\text{AEC}}}[\ell] \) auto power spectral density (APSD) vector of the AEC error signal

\( \Phi_{e_{\text{AEC}} s_n}[\ell] \) cross power spectral density (CPSD) vector of the AEC error signal and the near-end speaker’s signal

\( \Phi_{s_n s_n}[\ell] \) auto power spectral density (APSD) vector of the near-end speaker’s signal

\( \hat{\Phi}_{\text{RR}}[\ell] \) auto power spectral density (APSD) vector of the update signal \( \hat{R} \) in dFxLMS algorithm

\( \hat{\Phi}_{\text{RY}}[\ell] \) cross power spectral density (CPSD) vector of the update signal \( \hat{R} \) and the desired signal \( \hat{Y} \)

\( \hat{\Phi}_{\text{xe}}[\ell] \) CPDS estimate of loudspeaker signal \( X^H[\ell] \) and AEC error signal \( e_{\text{AEC}}[\ell] \), cf. (3.3.25)

\( \hat{\Phi}_{\text{xx}}[\ell] \) APSD estimate of loudspeaker signal \( X^H[\ell] \), cf. (3.3.26)

\( \xi[k] \) residual acoustic echo signal (equals \( e_{\text{AEC}}[k] \))

\( \hat{\xi}[\ell] \) output of REEF / residual echo estimate, cf. (3.3.16)
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