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Chapter 1

Introduction

1.1 Overview

The most natural form of human communication is speech. During the
last decades an increasing demand for natural and comfortable speech com-
munication over long distances can be observed and hands-free telecom-
munication setups are widely used nowadays. Examples for such systems
(without claim for completeness) are video-conferencing systems, hands-free
front-ends in cars, information terminals, e.g. at railway stations, airports,
or public places, smart homes, messaging-software like ICQ c© or Skype c©,
or computer software and computer games with sound output and speech
input. Hands-free systems can be used to increase security while driving a
vehicle or to increase communication comfort in teleconference situations.
By this, the user of a hands-free telecommunication system may use both
hands for other tasks and/or can move freely in a room. Furthermore, the
use of a hands-free setup for communication while driving a car is required
mandatorily, e.g. by German law since 2001.

If the usual handset of a telephone is replaced by one or more loudspeakers
and microphones, several problems occur for the digital signal processing
unit of a hands-free system, that will be described in the following. A scheme
of a hands-free telephony situation is shown in Figure 1.1. Here, sn[k] is
the near-end speaker’s signal that has to be processed and transmitted to
the far-end side unaffectedly. It is the desired signal for beamforming noise
reduction schemes but also a disturbance, e.g. for adaptive algorithms for
acoustic echo cancellation. Ambient noise is denoted by n[k] and ψ[k] is
the acoustic echo due to the acoustic coupling between microphones and
loudspeakers. The acoustic coupling can be described by the so-called room
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Figure 1.1: Multi-channel hands-free telephony setup.

impulse responses (RIRs) (cf. Section 2.1).

Figure 1.2 shows a more detailed schematic of a common setup for hands-
free tele-communication. It contains several sub-systems for the specific
problems such systems have to tackle. The signal of the far-end speaker sf [k]
is picked up by one or more microphones in the far-end room, transmitted
to the near-end room, radiated by the loudspeakers, and picked up again by
the microphones due to the acoustic coupling, expressed here by the room
impulse response(s) hAEC[k]. The desired sound source for the microphone
array in the near-end room is the near-end speaker sn[k]. Its signal is
superimposed by the noise disturbances n[k] and the acoustic echo ψ[k].

equalizer

AEC

beam-
former

post-filter

near-end room far-end room

acoustic
echo

near speaker
far speaker

noise

signal

processing

te
le
p
h
o
n
e
n
e
tw

o
rk

hEQ[k] hf [k]

hAEC[k]

ψ[k]

sn[k]

sf [k]

n[k]

x[k]

y[k]

Figure 1.2: Signal processing in a hands-free setup.
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The setup in Figure 1.2 leads to several problems that will be described in
the following. They have to be solved in combination by the signal process-
ing system, containing an equalizer for listening-room compensation (dere-
verberation) of the loudspeaker signal, an acoustic echo canceller (AEC),
a noise reduction subsystem (beamformer), and a post-filter which may
perform dereverberation of the near-end speaker’s signal, suppression of
residual echoes, and residual noise, bandwidth reduction, and signal cod-
ing. Please note, that this thesis focuses on the problems of dereverberation
by means of pre-equalization of the signal and on the system identification
by means of an AEC which is needed for that purpose. This section tries to
briefly provide a general overview about the problems in hands-free commu-
nication, without any claim for completeness, to embed the topics discussed
into a general framework (cf. also Section 1.2).

• Suppression of ambient noise: Hands-free communication leads
to a drastically reduced signal-to-noise ratio (SNR) at the microphone
compared to the use of a hand-set. The desired signal which is the
near-end speaker sn[k] is superimposed by disturbances in the near-
end room, such as ambient noise, PC-fans, air conditioning, thermal
noise, etc. All ambient noise sources which may occur in a hands-free
setup besides the echo signal will be denoted by n[k]. A too low volume
control of the hands-free system further decreases the SNR. High noise
levels lead to disturbances for adaptive algorithms which are used for
the acoustic echo canceller. Furthermore, noisy signals that are pre-
sented to the user of the hands-free system result in a lower speech
intelligibility and cause tiredness of the system user. Since speech and
noise signals may overlap in time as well as in frequency the separa-
tion of the desired signal from the disturbance without distorting the
desired signal may be difficult, especially if only one microphone is
available.

• Cancellation of acoustic echoes: The speech signal of the far-end
user, which is radiated by the loudspeakers in the near-end room, is
picked up again by the microphones and is transmitted back to the
far-end user. He or she perceives his or her own voice as an echo
delayed by the round-trip delay of the system which may be up to
several hundred milliseconds. This is very annoying and drastically
disturbs natural communication.
Although noise reduction schemes are able to reduce acoustic echoes
since they treat echoes as disturbance, acoustic echo cancellation is
preferable whenever a reference signal (in this case the loudspeaker
signal) is available, since the echo canceller allows for maximum echo
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suppression of this kind of interferers. Theoretically, AECs are able
to cancel the acoustic echo without introducing distortions to the
near-end speaker’s signal. Since the first proposal by Sondhi [Son67]
for compensation of acoustic echoes based on modelling the room
impulse response by a digital linear filter much research has been done
on single-channel acoustic echo cancellation as well as the extension
to the multi-channel case. A detailed discussion of the challenges of
AEC and some possible solutions will be given in Chapter 3.

• Dereverberation: In common hands-free environments signals not
only travel directly from source to microphone but are reflected at
the room boundaries numerous times. This causes reverberation of
the sound signal which reduces speech intelligibility. Reverberation
effects get more and more perceivable in larger rooms which are
characterized by high room reverberation times as it is experienced
while listening to speech in churches or large halls. Dereverberation
schemes can target two different signals in Figure 1.2. Either rever-
beration can be removed from the microphone signal that contains a
reverberant version of the near-end speaker’s signal sn[k] before it is
transmitted to the far-end user or reverberation of the loudspeaker
signal in the near-end room caused by the RIR hEQ[k] between
loudspeaker and near-end listener can be reduced. The latter method
is known as listening-room compensation (LRC) and will be one of
the major foci of this thesis. A brief discussion of the influence of
reverberation is given in Chapter 2. Chapters 4 and 5 address the
problem of dereverberation.

• Sound source coding: Especially for high-quality multi-channel
hands-free systems an enormous amount of data has to be transmitted
to the far-end user. This problem gets even more severe if video is sent
in addition to the audio signal or if wireless networks have to be used.
Since the required bandwidth for a direct transmission may not be
available or too costly, the amount of data to be transmitted should
be reduced by an appropriate coding scheme. Fortunately, powerful
methods exist for coding of speech signals as well as arbitrary audio
signals such as linear predictive coding (LPC) for speech signals or
the widely used MP3 and AAC coding schemes which were developed
for coding of music signals. Please note that source coding will not
be a topic of this thesis.
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1.2 Focus, Outline and Main Contributions

As described above, numerous problems have to be solved for hands-
free communication systems addressing the subsystems individually or
the combination of one or more subsystems. Although research re-
sults could also be published as well in the fields of noise reduction
[GMK06b, MGK06c, MGK06b, GMK06a, MGK06a, MGKM07, RGH+08a,
RGA09, RGA11, RAGA10, GXR+10, GRA10, GMA+10, MGA11, CGD12,
RG12, RGB+12, SCS+13, MSA+13, SMS+13], sound position estimation
[GRH+08, RGH+08b, GGBD11, GGD12, RGB+12, GSG+12], or voice ac-
tivity detection [HSGA10, WGH+11, RGH+11], the remainder of this thesis
will focus on listening-room compensation, acoustic echo cancellation and
the mutual influences of LRC and AEC only. The following chapters are
organized as follows:

In Chapter 2 some fundamentals on room acoustics are introduced. Sec-
tion 2.1 particularly describes the properties of RIRs which are needed for
the following discussions about identification and equalization of RIRs and
the respective problems for AEC and LRC algorithms. Furthermore, the
multi-delay filtering structure known from literature [MAG95] is introduced
in Section 2.2 in vector/matrix notation which will be used throughout this
thesis.

Chapter 3 introduces the basic principles of acoustic echo cancellation
that are mainly used for the system identification needed by the LRC
sub-systems in this thesis [GKK05, GKMK06b, RGA09, RGA11, GRA10].
Main contributions in this chapter are the system identification for equal-
ized systems by means of proportionate update schemes (cf. Section 3.2.2)
[GXJ+11], conventional AECs [GKMK08d] and post-filters (cf. Section 3.3)
[GKK05, GKMK06b, XAG12] for system identification.

Chapter 4 introduces the signal processing strategies for LRC. Main
contributions in this chapter are the analysis of various objective qual-
ity measures for LRC which was lacking in the literature [GAR+10b,
ARG10, GAK+10, SGR+11, BRX+12, GAR+14] (cf. Section 4.2 and
Appendix A to C), analysis of LRC robustness for different algorithms
[GKKM07, GKMK08d, GKMK09, JGM11, JMGM11, KGD12a, KGD12b,
XGM13, KGD13a, KGD13b] and the development of a new type of gra-
dient algorithm for LRC [GKMK08a, GKMK08b] (cf. Section 4.5) which
converges quickly and is computationally efficient.

Chapter 5 discusses different possibilities for combinations of subsys-
tems for AEC and LRC and the respective mutual influences of these
subsystems [GKMK06a, GKMK07]. Main contributions in this chapter
are the system identification and the influences on the LRC approaches
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[GKMK08c, GKMK08d] and the identification of equalized impulse re-
sponses [GXJ+11], as well as a method to increase LRC robustness based on
the knowledge of the AEC convergence state [GKMK08b] (cf. Section 5.1).

1.3 Notation

To distinguish between scalar values, vectors, and matrices in time and in
frequency-domain the following notation is determined, which is summa-
rized in Table 1.1.

Vectors are written in bold letters to distinguish them from scalars. Matrices
are written in bold uppercase letters. Time-domain variables are written
italic while frequency-domain variables are written in sans− serif letters, to
allow the reader to distinguish between time-domain and frequency-domain
even if the dependence on time or frequency is omitted, e.g. for readability
reasons in long formulas. Thus y = xTh clearly indicates a multiplication
of two vectors in time-domain while y = xTh indicates the multiplication of
the corresponding vectors in frequency-domain.

Furthermore, the discrete time and frequency-domain can be distinguished
from the continuous domains by the use of squared brackets, e.g. x[k], x[n],
instead of round parentheses, e.g. x(t) and x(ejΩ). Here k, n, t and ejΩ are
the arguments for the discrete time, the discrete frequency, the continuous
time, and the continuous frequency, respectively. The index ℓ will be used
for the block-time throughout the work, if block processing is used.

Table 1.1 summarizes the conventions given above.

Continuous Discrete Continuous Discrete
time-domain time-domain freq.-domain freq.-domain

Scalar x(t), ξ(t), x[k], ξ[k], x(ejΩ), ξ(ejΩ), x[n], ξ[n],

Vector x(t), ξ(t), x[k], ξ[k], x(ejΩ),ξξξ(ejΩ), x[n],ξξξ[n],

Matrix X(t),Ξ(t), X[k],Ξ[k], X(ejΩ),Ξ(ejΩ), X[n],Ξ[n],

Table 1.1: Definitions for scalars, vectors and matrices.

Typically, the length of a vector is denoted by L with a sub-index indicating
the vector, e.g. Lx denotes the length of the vector x. If vector notation
is chosen, vectors having time-varying coefficients (like adaptive filters) can
be distinguished from vectors with time-constant coefficients by a successive



1.3 Notation 7

[k] as for

h[k] = [h0[k],h1[k],h2[k], · · · ,hLh−1[k]]
T

(1.3.1)

instead of

h = [h0,h1,h2, · · · ,hLh−1]
T
. (1.3.2)

The superscripts (·)T , (·)∗, (·)H , and (·)+ denote the transposition, the
conjugate, the Hermitian transpose, and the Moore-Penrose pseudoinverse,
respectively. The operator ∗ denotes the convolution of two sequences, E {·}
is the expectation operator, and the operator convmtx{h,LEQ} generates a
convolution matrix of size (LEQ+Lh− 1)×LEQ (cf. (4.2.7)). The operator
diag{·} builds up a matrix of size L × L from a vector of size L × 1 that
has the vector’s elements on its main diagonal and zeros elsewhere, and the
operator bdiag{·} generates a matrix of size L′L × L′L having matrices of
size L× L on its block diagonal and zeros else (cf. (2.2.12)).
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Chapter 2

Basics

2.1 Fundamentals of Room Acoustics

In this chapter some background information about room acoustics will be
given that will be basis of the following chapters. Particularly, room impulse
responses are discussed briefly and some of their properties are described
that are needed for a deeper understanding of the problems to be solved in
successive chapters. More detailed discussion about room acoustics can be
found in the literature, cf. e.g. [Kut00, Bor89] and references therein.

A sound signal that is played back via headphones sounds differently than
the same signal played back in an acoustic environment, such as a car, a
concert hall, or a church. Characterizing for the sound is, amongst other
properties, room volume and shape, reflection at the surfaces, or the dis-
tance between sound source and listener. A sound wave hitting a surface
can be reflected, absorbed or transmitted as it is depicted in Figure 2.1(a).

Of course, partly reflections are possible and most common. The ratio
between reflection and transmission/absorption is defined by the so-called
reflection coefficient.

A further possibility is the so-called diffusion as depicted in the bottom of
Figure 2.1 (b). Here, the sound energy of the impinging wave is not reflected
to one certain direction but scattered to numerous directions. This can be
archived, e.g., by book shelves in a common living room.

2.1.1 Room Impulse Responses

In room acoustics the room impulse response plays an important role,
since it characterizes the sound propagation from one spatial position
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Figure 2.1: Reflection, absorption and diffusion of sound sources.

s = [sx, sy, sz]
T to another position p = [px, py, pz]

T . Here, s and p may
be the 3-dimensional coordinates of a sound source and a microphone. If a
room impulse response has to be measured [RV89a, Van94, MM01, PS01] or
identified by means of an adaptive filter [HBC06, GKMK08d], the influence
of loudspeaker and microphone is always contained in the measurement re-
sult. This so-called loudspeaker room microphone (LRM) system is depicted
in Figure 2.2 (a).

echo

direct
path

(a) (b)

|h
[k
]|

k

direct path

early reflections

reverberant tail

Figure 2.2: (a) LRM system, acoustic coupling between loudspeaker and micro-
phone. (b) Room impulse response (schematically).

Please note, that the influence of the loudspeaker and the microphone can
often be neglected compared to the influence of the room. Thus, the term
RIR or acoustic environment will always describe such a LRM system and
these terms are used as synonyms in the following.

Typical room impulse responses have a similar structure as schematically
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shown in Figure 2.2 (b). The first peak of the RIR corresponds to the direct
path between source and microphone. The next peaks correspond to early
reflections of the sound wave at the room boundaries. The direct path and
the early reflections are important for sound source localizations and the
spectral characteristic of the room [SL61, Hal01, WN07]. Since more and
more reflections overlap, arriving at the microphone with decaying energy,
the later part of the RIR is called reverberant tail. This tail has a stochastic
nature and is linked to the perception of reverberation. Thus, the longer
the late tail, the more reverberation is perceived in a specific room.

The following subsections briefly introduce some basic properties of RIRs
that will be needed in the successive chapters of this thesis to understand
the problems of AEC, LRC and quality assessment of dereverberation algo-
rithms.

2.1.2 Time- and Frequency-Domain Properties of
Room Impulse Responses

The left panels of Figure 2.3 show two typical RIRs for different room re-
verberation times (τ60 = 50 ms and τ60 = 500 ms, cf. also Section 2.1.4 for a
discussion of the reverberation time τ60) scaled (a) linearly and (b) logarith-
mically. Panels (c) and (d) of Figure 2.3 show the corresponding frequency-
domain representations (room transfer functions) linearly in panel (c) and
logarithmically in panel (d). It can be seen from the room transfer function
|h(f)| in the right panels of Figure 2.3 that, in general, all frequencies are
transmitted by the room (as one could expect). The mean transfer function
equals one (or 0 dB). However, strong fluctuations are visible especially for
higher room reverberation times. This is due to the effect of destructive
interference of different sound propagation paths. As more clearly visible
in Figure 2.3 (d) the room transfer function is characterized by numerous
notches that are caused by numerous zeros very close to the unit circle in
the z-domain (cf. Section 2.1.6). The higher the room reverberation time
is, the higher is the density of the notches.

Since listening-room compensation aims at equalization of room impulse
responses, every notch in frequency-domain has to be compensated for by
a peak in the corresponding transfer function of an equalization filter. It
is obvious that an inaccurate compensation of the notches of a room trans-
fer function (RTF), e.g. caused by a frequency shift, may lead to severe
distortions (cf. Section 4.4.2 for a more detailed discussion of robustness
issues).

If a speech signal s(t) is transmitted from one position of a room to an-
other in a hands-free situation, reverberation is added to the signal due
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Figure 2.3: Typical room impulse responses in time-domain in linear scale (a)
and logarithmic scale (b) and corresponding transfer functions (c)
and (d).

to the convolution with the corresponding RIR h(t). Figure 2.4 shows a
clean speech signal s(t) in (a) time and (b) time-frequency-representation
(spectrogram). Panels (c) and (d) of Figure 2.4 show the reverberant signal

x(t) = s(t) ∗ h(t), (2.1.1)

which is obtained by a convolution with an RIR h(t) having a room rever-
beration time of τ60 = 500 ms.

For the anechoic signal the so-called formants and the pitch, which corre-
spond to the harmonic structure of speech due to the speech production in
humans and the resonances of the human speech production system [VM06],
respectively, can clearly be observed in the spectrogram. The phonemes1

in Figure 2.4 are well separated in time. In panels (c) and (d), blurring
of the formants and smearing of the phonemes are visible. Speech pauses
are partly filled up by reverberant signal parts due to the reverberant tail
of the RIR and phonemes overlap which may lead to a decreased speech
intelligibility [SH02].

1The phoneme is the smallest segmental unit of sound that leads to meaningful con-
trasts between utterances [VM06].
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Figure 2.4: Influence of a room impulse responses on a speech signal. (a) ane-
choic speech signal s(t) in time-domain, (b) spectrogram of anechoic
signal s(t), (c) reverberant speech signal x(t) after convolution with
an RIR (τ60 = 500 ms), (d) spectrogram of reverberant signal x(t).

2.1.3 Stochastic RIR Modelling

Since at least the reverberant tail of an RIR can be considered as a stochastic
process and RIRs typically are characterised by an exponential decay in
time-domain, it is common to model an RIR as an exponentially damped
Gaussian process [Moo79, Hab07, GKMK09]

hM [k] = b[k] exp

(

− (k − kinit)

η

)

u[k − kinit] (2.1.2)

with kinit being the initial delay of the room impulse response model, b[k] a
white Gaussian random process, u[k− kinit] the time-shifted Heaviside step
function, fs the sampling frequency and

η =
2τ60fs
ln(10−6)

(2.1.3)
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a damping constant that depends on the room reverberation time τ60. Fig-
ure 2.5 shows an RIR obtained by (2.1.2) in grey colour and the correspond-
ing power delay profile (PDP) aka. power delay spectrum (PDS) [PRLN92]
in black.
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Figure 2.5: RIR and power delay profile (PDP).

2.1.4 Room Reverberation Time and Energy Decay
Curve

Room impulse responses and room transfer functions can be described by
several properties and measures. Some of these measures are sometimes also
used for quality assessment of dereverberation algorithms and, thus, will
be described in Chapter 4.2 and Appendix A.1 because they may slightly
differ for common RIRs and other impulse responses, e.g. those of equalized
systems.
One important measure characterizing an RIR is the so-called room rever-
beration time τ60 which is also known as RT60 in the literature. It is defined
as the time of an 60 dB decay of the energy of the RIR. The room rever-
beration time is characteristic for a specific room. It depends on the room
properties, such as sound absorption of the room boundaries (walls, floor
and ceiling), interior and room volume. In general, the room reverbera-
tion time is frequency dependent, since typical wall materials have different
sound absorption properties at different frequencies. Common reflection co-
efficients range from 0.99 (concrete) to 0.3 (sound absorbing slabs) [Bor89].
In contrast to the RIR, the room reverberation time does not depend on
the exact positions of source and receiver.
A frequency independent approximation of the room reverberation time is
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given by the so-called Sabine2 reverberation formula [Joy75],

τ60 =
24ln(10)V

c 1I
∑

i βiSi
= 0.163 [sec/m] · V

1
I

∑

i βiSi
. (2.1.4)

Here, V is the room volume in m3, c ≈ 340 m/s is the speed of sound, Si is
the wall surface area in m2 of a specific room boundary i and I is the total
number of room surfaces. Accurate results can be obtained by using (2.1.4)
as long as the absorption coefficient β is less than about 0.3, thus, for most
realistic scenarios [Bor89].
To determine the room reverberation time, the so-called energy decay curve
(EDC) can be calculated from a given RIR by [Sch65]

EDC(t) = C

∫ ∞

t′=t

h2(t′). (2.1.5)

In (2.1.5), the constant C is fixed by normalizing EDC(t = 0) to 0 dB as
depicted in Figure 2.6 (b). Figure 2.6 (a) shows 4 RIRs having differ-
ent room reverberation times and Figure 2.6 (b) the corresponding energy
decay curves (EDCs) according to (2.1.5) and an estimate for the room re-
verberation time obtained from the EDC curves. For this purpose, a line
is fitted to the linear part of an EDC and the intersection point with the
-60 dB line indicates the corresponding room reverberation time τ60 [Sch65].
Usually the line is fitted to the values at -5 dB and -35 dB. However, due
to measurement noise that leads to a deviation of the strictly linear decay
in logarithmic domain, as it can be seen at the later parts of EDC curves
e.g. for τ60 = {50, 150} ms in Figure 2.6 (b), particularly for shorter room
reverberation times different points may be more appropriate such as -5 dB
and -15 dB that were used for generating Figure 2.6 (b).

2.1.5 Critical Distance

The critical distance is the distance at which the sound pressure of the direct
sound and all reflected parts are equal. It is defined [Hab07] depending on
the directivity of the source compared to a sphere Q and the room constant
R = ᾱS/(1− ᾱ) in m2, i.e.

Dc =

√

QR

16π
(2.1.6)

2Wallace Clement Sabine, (June 13, 1868 - January 10, 1919) was an American physi-
cist who was a pioneer in the field of architectural acoustics.
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Figure 2.6: (a) RIRs and (b) energy decay curves (EDCs) for different room
reverberation times τ60. Panel (b) shows the EDCs according to
(2.1.5) (solid lines) and the corresponding (dashed) lines fitted to
the points at -5 dB and -15 dB.

For an omnidirectional sound source and assuming that the speed of sound
in air is 344 m/s it can be approximated to [Kut00, Hab07]

Dc ≈ 0.1 [sec/m]

√

V

πτ60
(2.1.7)

only depending on the room volume V and the room reverberation time τ60.
If a human listener or a microphone is located closer to a sound source than
the critical distance, the direct sound is dominant while the reverberant
part is dominant if the distance is greater than the critical distance. For
speech in highly reverberant rooms like churches a high speech intelligibility
can be obtained if the listener is very close to the sound source despite high
reverberation times.
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2.1.6 z-Domain Properties of Room Impulse Re-
sponses

The distribution of the zeros of a common RIR in the z-domain is shown
exemplarily in Figure 2.7.

(a) Zero-pole plot (b) Histogram

(c) Zero-pole plot (d) Histogram
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Figure 2.7: (a) Zero-pole plot and (b) histogram of radii |r| of zeros in z-plane
of a common simulated [AB79] RIR (τ60 ≈ 500 ms at fs = 8 kHz).
(c) Zero-pole plot and (d) histogram of radii |r| of zeros in z-plane
of a common measured [MM01] RIR (τ60 ≈ 500 ms at fs = 8 kHz).
98.6% and 97.7% of zeros of the RIRs are within the depicted area
of 0.99≤ |r| ≤ 1.01 in panel (b) and (d), respectively.

The zero-pole plots in panels (a) and (c) of Figure 2.7 show the distribution
of zeros in the z-domain for a simulated RIR [AB79] (panel (a)) and a
measured RIR [MM01] (panel (c)) while panels (b) and (d) of Figure 2.7
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show the corresponding distributions of the absolute values of the radii |r|
of the complex zeros close to the unit circle in the range of 0.99 ≤ |r| ≤ 1.01.
It can be seen that numerous zeros are located very close to the unit cir-
cle which corresponds to the notches in frequency-domain depicted in Fig-
ure 2.3. Furthermore, some zeros are located outside the unit circle. An
RIR is, thus, a mixed phase system3 and only its minimum phase part can
be inverted by a causal stable infinite impulse response (IIR) filter [NA79].
However, since the maximum phase part of an RIR considerably contributes
to the perceived reverberation a compensation of the minimum phase part
only is not sufficient for dereverberation. Furthermore, as it will be illus-
trated in Section 4.3, equalization of zeros that are close to the unit circle
is a hard task for an equalizer. And finally, since spectral notches in an
RTF have to be compensated by spectral peaks of a corresponding equal-
izer, such an equalization cannot be very robust w.r.t. changes in the RTF
(cf. Section 4.4.2).

2.2 Multi-Delay Filtering

The filtering result of an input signal x[k] and an impulse response h[k] can
be obtained directly in time-domain by the convolution y[k] = x[k] ∗ h[k]
or by a multiplication of the corresponding signal spectrum4 x[n] and the
transfer function h[n] in frequency-domain [KK09, VM06]. A large number
of adaptive filter algorithms have been developed as well in time-domain
[WS85, Hay02] as in frequency-domain [DMW78, Fer80, MG82]. If these
filters have to deal with very long impulse responses as for the tasks of LRC
or AEC, problems arise as well in time-domain as in frequency-domain.
Since typical room impulse responses have lengths up to several thousand
coefficients even for low sampling rates, time-domain algorithms normally
suffer from slow convergence [BDH+99]. Highly correlated input signals,
such as speech, further slow down convergence of time-domain algorithms
since the maximum convergence speed depends on the ratio of minimum
and maximum eigenvalue of the input correlation matrix [Hay02, Kam08].
Frequency-domain algorithms are an attractive solution for these problems.
The computational effort for the convolution can be heavily reduced by using
the fast Fourier transform (FFT) algorithm [Shy92, BM00]. Furthermore,
the discrete Fourier transform (DFT) approximately produces uncorrelated

3Systems having all zeros inside the unit circle in the z-domain are called minimum
phase systems. Systems having all zeros outside the unit circle are called maximum phase
systems. Mixed phase systems have zeros as well inside as outside the unit circle.

4Please note that according to the notation declarations in Section 1.3 sans serif letters
like x[n] indicate the frequency-domain representation of x[k].
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signals which gives the opportunity to choose the step-size of an adaptive
algorithm independently for every frequency bin. This allows for a nearly
uniform convergence even for large variations of the input power spectrum.
Since frequency-domain algorithms rely on block processing a delay of at
least one block is introduced. If the block size L is chosen to the length of the
adaptive filter Lc, the processing delay of the algorithm may be too large,
since the filter length Lc may be several thousand. More sophisticated al-
gorithms, so-called multi-delay filters (MDFs), which are based on the clas-
sical overlap-save (OLS) method, overcome this drawback by partitioning
the impulse response into smaller blocks [SP90, Som90]. A generalization to
the case of arbitrary block sizes and weighted overlap-add (WOLA) struc-
tures is described in [MAG95]. By this, the block size L can be chosen as
small as desired leading to a trade-off between computational efficiency and
processing delay.
In the following, a brief overview on multi-delay filtering will be given and
the notation that will be used throughout this thesis for block-frequency-
domain adaptive algorithms will be introduced.

x[ℓ+ 1]x[ℓ]x[ℓ− 1]x[ℓ− 2]x[ℓ− 3]

x[ℓL]

k

L

Figure 2.8: Input signal blocks x[ℓ+ i] of length L.

Each block of the input signal can be described as a vector

x[ℓ] = [x [ℓL] , x [ℓL+ 1] , ..., x [(ℓ+ 1)L− 1]]
T

(2.2.1)

containing L input samples as depicted in Figure 2.8. Here, ℓ is the block-
time index.
Accordingly, a vector h of length Lh = L′

hL is defined containing the impulse
response as depicted in Figure 2.9 (a). Here, L′

h is the number of partitions
needed to cover a vector of length Lh, given a certain block length L.

h =
[

hT0 , h
T
1 , ..., h

T
L′

h−1

]T

(2.2.2a)

hi =
[
hiL, hiL+1, ..., h(i+1)L−1

]T
(2.2.2b)

The number of blocks needed for covering the partitioned room impulse
response is denoted as L′

h ∈ N
+. Please note that the impulse response
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Figure 2.9: (a) Partitioning of room impulse response h of length Lh = 384 sam-
ples into L′

h = 3 partitions of length L = 128 and (b) transformation
of each zero-padded partition to the frequency-domain.

vector h is defined here being time-invariant for simplicity reasons although,
in general, it is time-variant and, thus, depends on the block index ℓ.

The DFT of a time series of length L is defined as

DFT{h[k]} = h[n] =
L−1∑

k=0

h[k]e−j2πkn/L (2.2.3)

and a 50% zero-padded DFT is given by

DFT{h[k]} = h[n] =

L−1∑

k=0

h[k]e−j2πkn/(2L). (2.2.4)

In vector notation the DFT of a vector of length L can be written by a
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multiplication with the DFT matrix

FL×L=













1 1 1 . . . 1

1 e−j2π
1(L−1)

L e−j2π
2(L−1)

L . . . e−j2π
(L−1)(L−1)

L

1 e−j2π
1(L−2)

L e−j2π
2(L−2)

L . . . e−j2π
(L−1)(L−2)

L

...
...

...
. . .

...

1 e−j2π
1(L−(L−1))

L e−j2π
2(L−(L−1))

L . . . e−j2π
(L−1)(L−(L−1))

L













(2.2.5)

of size L× L which contains the DFT rotation factors5.

h = FL×Lh (2.2.6)

In the following, the DFT length LDFT is chosen to equal twice the block
length (LDFT = 2L) to obtain a 50% zero-padded spectrum. The zero-
padded DFT can be calculated by

h = F 2L×2LW
10
2L×Lh (2.2.7)

with the window matrix

W 10
2L×L = [IL×L,0L×L]

T . (2.2.8)

In (2.2.8), IL×L is the identity matrix and 0L×L a matrix containing zeros
only, both of size L × L. In the following, the truncated DFT matrix
corresponding to a zero-padded FFT will be defined as

F 2L×L = F 2L×2LW
10
2L×L. (2.2.9)

The frequency-domain vector

h =
[

hT0 , h
T
1 , ..., h

T
L′

h−1

]T

(2.2.10)

of size 2LL′
h × 1 containing the transfer functions

hi = F 2L×2LW
10
2L×Lhi (2.2.11)

of all zero-padded partitions of the impulse response hi as defined in (2.2.2b)
can be obtained by

h = bdiagL′
h
{F 2L×L, F 2L×L, ..., F 2L×L
︸ ︷︷ ︸

L′
h

}h. (2.2.12)

5The inverse discrete Fourier transform of a vector is defined by F
−1
L×L = F ∗

L×L/L.
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The operator bdiagL′
h
{·} in (2.2.12) generates a block diagonal matrix of

size L′
h2L× L′

hL from L′
h DFT matrices of size 2L× L each.

bdiagL′
h
{F 2L×L, F 2L×L, ..., F 2L×L} =








F 2L×L 0

. . .

0 F 2L×L








(2.2.13)

The result ỹ[ℓ] of the fast convolution corresponding to the well known
overlap-save method [VM06] is obtained by multiplication of the zero-
padded block transfer function h according to (2.2.12) and a matrix X[ℓ]
of size 2L × 2LL′

h which contains the spectra of the signal obtained from
L′
h + 1 subsequent time-domain data blocks:

ỹ[ℓ] = X[ℓ]h (2.2.14)

with

X[ℓ] =
[

X̆[ℓ], ..., X̆[ℓ− L′
h + 1]

]

(2.2.15)

X̆[ℓ] = diag{F 2L×Lx[ℓ] + Ĩ2L×2L F 2L×Lx[ℓ− 1]} (2.2.16)

Ĩ2L×2L = diag
{[

e−jπ0, e−jπ1, ..., e−jπ(2L−1)
]}

= diag {[1,−1, ..., 1,−1, ]} (2.2.17)

Equations (2.2.15) to (2.2.17) that define the block-frequency-domain in-
put data matrix X[ℓ] will be explained in the following. For the MDF, as
an extension of the OLS method, two consecutive blocks of time-domain
input data are transformed to the frequency-domain (F 2L×Lx[ℓ] and
F 2L×Lx[ℓ − 1]) and are combined to result in one block in the frequency-
domain. Before adding them up in the frequency-domain the shifting prop-
erty of the DFT [Rad79, KK09] is used to delay one block.

DFT{x0[k] + x1[k − L]} = DFT{x0[k]}+DFT{x1[k]}ej
2π

LDFT
nL

= x0[n] + x1[n]e
jπn (2.2.18)

For LDFT = 2L the rotation factors e
j 2π
LDFT

nL
= ejπn result in an alternating

series of 1 and -1 for 0 ≤ n ≤ 2L − 1 (cf. the definition of the shifting
matrix in (2.2.17)). Equation (2.2.18) is expressed in vector/matrix form in

(2.2.16) generating the block-frequency-domain matrix X̆[ℓ] depending on
two consecutive time-domain input blocks. As a last step the block input
signal matrix X[ℓ] needed in (2.2.14) is generated by L′

h sub matrices X̆[ℓ].
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As obvious from (2.2.18) and (2.2.16), only one FFT is needed for each
block of time-domain input data.
The first L samples of the OLS output

ỹ[ℓ] = F−1
2L×2Lỹ[ℓ] (2.2.19)

contain cyclic convolution products which have to be removed by a con-
straining matrix G. The constrained frequency-domain block-filter result
which does not contain cyclic convolution products can be expressed by

y[ℓ] = Gỹ[ℓ] = GX[ℓ]h (2.2.20)

with

G = F 2L×2LW
01
2L×LW

01
L×2LF

−1
2L×2L, (2.2.21)

W 01
2L×L = [0L×L, IL×L]

T
, (2.2.22)

W 01
L×2L = [0L×L, IL×L] . (2.2.23)

The matrixG removes cyclic convolution products by transforming one data
block of length 2L to the time-domain, setting the first L samples to zero
and transforming the constrained data back to the frequency-domain. The
time-domain vector y[ℓ] containing the filtering result of the current block
is obviously obtained by

y[ℓ] = W 01
L×2LF

−1
2L×2Ly[ℓ]. (2.2.24)

With W 01
L×2LF

−1
2L×2LF 2L×2LW

01
2L×L = IL×L, (2.2.20) can be written as

y[ℓ] = W 01
L×2LF

−1
2L×2LX[ℓ]h. (2.2.25)

The MDF approach is visualized exemplarily in Figure 2.10 for a filter
impulse response h of length L′

h = 2 blocks which implies that 3 blocks
of input data x[ℓ] have to be used for calculating the current block y[ℓ].
Each block of input data is transformed to the frequency-domain by a DFT
of length 2L (50% zero padding). According to (2.2.16), each data block

X̆[ℓ] in frequency-domain is calculated by two successive data blocks x[ℓ]
exploiting the shifting property of the DFT (2.2.18). In Figure 2.10, this is
visualized by the ruled areas, i.e. the current frequency-domain signal block
x̆[ℓ] is calculated from the current block of input data x[ℓ] = F 2L×Lx[ℓ] and
the previous block of input data x[ℓ − 1] = F 2L×Lx[ℓ − 1]. The previous
block of input data x̆[ℓ− 1] which is calculated by x[ℓ− 1] = F 2L×Lx[ℓ− 1]
and x[ℓ − 2] = F 2L×Lx[ℓ − 2] has already been calculated previously and
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Input signal x[k]

Output signal y[k]

Impulse response h[k]

x[ℓ]x[ℓ− 1]x[ℓ− 2]

F 2L×L

F 2L×L

F 2L×LF 2L×L

|x[ℓ]||x[ℓ− 1]||x[ℓ− 2]|

|x̆[ℓ]||x̆[ℓ− 1]|

··

x[ℓ]+

Ĩ2L×2Lx[ℓ− 1]
x[ℓ− 1]+

Ĩ2L×2Lx[ℓ− 2]

k

k

h1 h2 |h1||h2|

= Σ

F−1
2L×2LG

|ỹ[ℓ]|

y[ℓ]

Figure 2.10: Illustration of the multi-delay filter (MDF) method expressed by
vector/matrix notation for a block length of L = 4.

can be taken from memory. The frequency-domain data blocks X̆[ℓ] =

diag {x̆[ℓ]} and X̆[ℓ − 1] = diag {x̆[ℓ− 1]} are then multiplied by the block
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transfer functions h1 and h1 according to (2.2.14) and summed up to result
in ỹ[l]. Cyclic parts of the convolution are removed by multiplication with
the constraining matrix G resulting in one block output data y[ℓ].

A schematic for an MDF implementation is given in Figure 2.11. The
current block of input data x[ℓ] of length L is transformed to the frequency-
domain using the FFT with 50 % zero-padding. The resulting frequency-
domain vector x[ℓ] is summed up with the spectrum calculated in the pre-
vious block x[ℓ − 1] which was delayed by the block delay unit indicated
by z−L in Figure 2.11 and multiplied by the shifting vector Ĩ2L×2L. Each
block of the RTF hi is then multiplied by the corresponding part of the
input signal, all block results are summed up and transformed back to the
time-domain by the inverse fast Fourier transform (IFFT) to obtain the
time-domain signal ỹ[ℓ]. Cyclic convolution products are removed from ỹ[ℓ]
by setting the first half to zero and taking only the second half of ỹ[ℓ].

ỹ[ℓ] = [ỹ0[ℓ], ỹ1[ℓ] ..., ỹ2L−1[ℓ]]
T (2.2.26)

y[ℓ] = [ỹL[ℓ], ỹL+1[ℓ] ..., ỹ2L−1[ℓ]]
T (2.2.27)

If a frequency-domain signal ỹ[ℓ] is needed for further processing e.g. for
adaptive filters, it can be obtained by

y[ℓ] = F 2L×2L

[
01×L, y

T [ℓ]
]T

(2.2.28)

which is equivalent to (2.2.20).

x[ℓ]

x[ℓ]

y[ℓ]ỹ[ℓ]
h0

h1

hL′
h−1

z−L

z−L

z−L

Ĩ2L×2L

IFFTFFT

x[ℓ− 1] + Ĩ2L×2Lx[ℓ− 2]

Figure 2.11: Schematic of a multi-delay filter (MDF).
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2.3 Chapter Summary

This chapter introduced some fundamental properties of RIRs in Section 2.1,
which will be needed for the following discussions about identification and
equalization of RIRs and the respective problems for the AEC and LRC al-
gorithms. It was shown that RIRs are characterized by thousands of zeros
very close to the unit circle in z-domain, resulting in strong fluctuations,
i.e. notches, in frequency-domain and an impulse response length of thou-
sands of taps in time-domain, even for moderate sampling frequencies.
In Section 2.2 the multi-delay filtering structure known from the literature
[MAG95] was introduced in the vector/matrix notation which will be used
throughout the remainder of this thesis, i.e. for the derivation of an acoustic
echo suppression filter in Section 3.3 and a quickly converging frequency-
domain LRC filter that will be derived in Section 4.5.3.



Chapter 3

Acoustic Echo
Cancellation

Acoustic echoes arise from the acoustic coupling between loudspeaker and
microphone in an enclosure as previously depicted in Figure 2.2 on page 10.
Thus, they occur in all modern voice communication systems with hands-
free transducers. The acoustic coupling which is caused by numerous reflec-
tions at the room boundaries can be described by the room impulse response
h[k] as depicted in Figure 3.1.
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Figure 3.1: Hands-free system for acoustic echo cancellation.
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As obvious from Figure 3.1, the acoustic echo has to be cancelled to pre-
vent it from being transmitted back to the far-end user. Hearing his or
her own voice delayed by the round trip delay of the system is annoying
and does not allow for a natural communication. Furthermore, the risk
of instability of the involved systems is given due to the closed electro-
acoustic loop. The first linear filtering approach for estimating acoustic
echoes was proposed by Sondhi in 1967 [Son67]. His approach to model the
room impulse response h[k] by a linear filter cAEC[k] which is updated by a
gradient algorithm based on the well-known least-mean-squares (LMS) al-
gorithm [WS85] is still used in most of the state-of-the-art echo cancellation

systems. The filter output is an estimate of the echo ψ̂[k] which can be
subtracted from the microphone signal y[k] as depicted in Figure 3.1. Much
work has been carried out during the last decades in the field of echo cancel-
lation, e.g. [YK82, Pol88, Kel88, Hän92, Hän94, Hän95, BMS98b, BDH+99,
GB01b, BGM+01, KBK03a, HS04, GKMK06b, VM06, Enz08, XAG12]. In
1997, Hänsler coined the statement From algorithms to systems - it’s a rocky
road [Hän97] since the problem which may have appeared easy at a first
glance turned out to cause difficulties, such as described in the following:

• Very high filter orders are required in highly reverberant
environments: Typical RIRs have lengths of several thousand taps
which have to be considered even at low sampling rates (cf. also Sec-
tion 2.1). The identification of such RIRs requires filters of high orders
[BDH+99]. While about 250 filter coefficients may be sufficient for
echo cancellation in a car environment, AECs for office environments
usually have lengths of several thousand filter coefficients to reduce
the echo energy sufficiently, since the required filter length depends
directly on the reverberation time τ60 of the environment. Common
RIRs are of infinite length while the filter order of the AEC is limited.
The unmodelled tail of the RIR, which is depicted in Figure 3.1 in
gray for a filter order of 1024 exemplarily, always leads to a resid-
ual echo at the output of the AEC. For correlated input signals this
so-called tail-effect of acoustic echo cancellation, furthermore, leads
to a biased system identification which gets more severe for multi-
loudspeaker hands-free systems [BMS98b, Kal07, GKMK07].

Furthermore, the transmission path between loudspeaker and micro-
phone is time-varying, in general, mainly due to movement of loud-
speakers, microphones, or the user of the hands-free system. There-
fore, the AEC filter has to track the time-varying RIRs continuously
and quickly converging gradient algorithms are necessary to track
changes of the impulse response between loudspeaker and microphone.
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Recommendations given by the International Telecommunication
Union (ITU) specify the requirements which have to be fulfilled by
systems for acoustic echo cancellation [ITU93a, ITU93b, ITU88]. Ac-
cording to these recommendations, AEC systems must provide an echo
suppression of 45 dB echo return loss enhancement (ERLE) (cf. Sec-
tion 3.1 for the definition of the ERLE measure). If both speak-
ers use hands-free systems a suppression of 40 dB is sufficient and
in case of double-talk (both users speak at the same time) a sup-
pression of 25-30 dB is required. In case of quickly changing RIRs
which have to be tracked by the AEC system at least 10 dB echo sup-
pression has to be achieved. If gradient algorithms such as the com-
mon normalized least-mean-squares (NLMS) algorithm [Hay02] are
used for echo cancellation, high filter orders lead to slow convergence
[BDH+99]. The ITU recommendations furthermore require 20 dB
echo suppression after 1 second convergence time. Especially for non-
stationary and highly correlated input signals like speech this requires
quickly converging algorithms like affine projection (AP) algorithms
[OU84, GT95, Dou96, HS04] or the recursive least-squares (RLS) algo-
rithm [Hay02, SK91]. Although the RLS algorithm leads to the fastest
convergence speed it is not applicable directly since it suffers from
heavy computational load. The so-called frequency-domain adaptive
filters (FDAFs) [DMW78, MG82, SP90, Shy92, Nit00, BM00, BBK03]
which exploit the properties of the fast Fourier transform (FFT)
and their extension, the multi-delay filters (MDFs) [MAG95, BG03,
GKMK06b, GKMK08b], lead to computationally efficient filtering al-
gorithms with fast convergence and a small processing delay (cf. Sec-
tion 2.2). Such a filter structure, which is already designed to be
integrated seamlessly into the LRC systems introduced in the follow-
ing chapters, will be described in Section 3.3.

Imperfect system identification of acoustic echo cancellers or acous-
tic echo suppression filters will have a strong influence on the LRC
systems discussed in Chapter 4. Thus, quickly converging algorithms
leading to a reliable system identification will be necessary in the fol-
lowing.

• Ambient Disturbances: If an AEC has to work in a car environ-
ment the previously described problems become less important since
reverberation times in cars are very small (τ60 ≈ 50 ms). This allows
for sufficient echo reduction by short and, thus, quickly converging
AECs. However, high-level ambient noise inside a car, originating
from engine, wind, rain, or tires, acts as a disturbance for adaptive
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gradient algorithms which prevents fast convergence [HS04]. Hence,
much research effort has been carried out on joint reduction of acous-
tic echoes and local interferences, e.g. [MV93, FB95a, Kel97, Gus99,
Kel01, DMDC00, HS00, BSFB01, HKN04, HS04, KMK05, Her05,
Kal07]. An additional disturbance which is always present in a scenario
of hands-free communication is the local speaker. The adaptation of
gradient algorithms has to be slowed down or even stopped [MPS00]
for an active near-end speaker.

• Residual Echoes: In theory, AEC filters are capable to completely
remove the acoutic echo from the microphone signal. However, due
to the previously described tail effect, slow filter convergence and in-
evitable estimation errors, the acoustic echo cancellation is not suf-
ficient most of the time. Residual echoes remain in the microphone
signal which are clearly perceivable and disturbing.

Post-filters, as described in Section 3.3, are quickly converging acous-
tic echo suppression (AES) filters in the microphone path which con-
tribute to the echo reduction especially in periods of AEC conver-
gence. These post-filters converge much faster than gradient-based
AEC algorithms. However, post-filters inevitably lead to signal dis-
tortions since they are based on the principle of short time spec-
tral attenuation (STSA). Post-filters can be designed to suppress
noise [Wie49, Cap94, SBM01, EM85, GMK06b, GMK06a, MGK06b],
residual echoes [GS99, EMV02, EV03, KBK03b, GKMK06b, Enz08],
reverberation [Hab07] or combinations of these interferences [SB96,
MV96, TGS97a, GMV98, Hab07]. Thus, they increase the signal-
to-interference ratio (SIR) but always affect both, the residual echo
and the signal of the near-end speaker which should be transmitted
unaffectedly.

Post-filters are not restricted to identification of the transmission
path [KBK03a, Kal07, GKMK06b] since they only have to estimate
the residual echo component [KBK03a, Fal03, FT05, FC05, KKS+08,
FFK+08a] within the microphone signal. A reliable estimate of the
power spectral density (PSD) of the residual echo is, thus, crucial for
the design of echo suppression by post-filtering [EMV02, KBK03a,
GKK05, Enz08]. For noise suppression the interference is assumed to
be approximately stationary [Gie88, BF95, Mar01]. The residual echo
signal, however, generally is highly non-stationary.

Psychoacoustically motivated weighting rules [Gus99, Fal03,
GMK06a, MGK06b] which incorporate knowledge about the
masking effects of the human auditory system [Int92, WG00] lead
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to perceptually better sounding post-filters since they produce
less disturbing artefacts such as the well-known musical noise.
Such psychoacoustically motivated weighting rules can be found in
[TPM93, TGS97b, Vir99] for the single-channel case, in [GT98] for
the multi-loudspeaker case, and in [BTSG98, Gus99] in combination
with noise reduction.

Since the LRC sub-system may introduce severe distortions if the RIR
estimate is not of sufficient quality, AES post-filter approaches (cf. Sec-
tion 3.3) will be introduced and used to increase the performance of
AEC filters in this thesis.

• Demand for robust adaptation control: If convenient and nat-
ural communication is provided by the hands-free system, the AEC
as well as the post-filter has to be able to cope with so-called double-
talk, which means that both speakers may talk at the same time.
Although the concept of a linear filter lying in parallel to the RIR
and subtracting the estimated echo signal according to [Son67] the-
oretically provides the possibility for perfect echo cancellation while
unaffected transmission of the near-end speaker at the same time, the
adaptation of the filter has to be stopped during periods of an active
near-end speaker [MPS00, Nit00, Her05, KMK05, IG07, SMZ08]. First
simple approaches for control of AEC adaptation in case of double-
talk were based on simple suppression of the speaker with lower en-
ergy (automatic gain control (AGC)) [Hie95, IK97]. State-of-the-art
double-talk detection can be achieved by analysis of the coherence be-
tween loudspeaker and microphone [SKW92, AG97, BMC00, GB01b,
GB01a, BG02a, BG03], introducing artificial delays in the microphone
path [AGQ97, VM06] or so-called shadow filtering [OAO97, IG07]. Be-
sides the aforementioned approaches that were explicitly designed for
AEC control, also general voice activity detection (VAD) or speech ac-
tivity detection (SAD) strategies which are predominantly developed
in the field of noise reduction or speech/music discrimination can be
applied and adapted. Such algorithms are based on estimation of the
SIR [HBSH98, GZ92, HS99] or evaluation of features such as energy
[LZTZ02, MK02, MV08, TRB+06, LCC10, EM06, RS75, RSB+04],
entropy [PMV+06], higher statistical moments [NGM01], long-term
observations [RSB+04, RSB+05, RGS07, HSGA10], modulation en-
ergy [SA02, AS03, SAP04, MMGP07], pitch [LE06, KK05b], auto-
correlation statistics [SAVJ09], signals pre-processed by noise reduc-
tion algorithms [SS98, CKM06, TBA10], vocal detection [YY09], zero-
crossing rate [RS75, KK05b], and combination of different features
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[Pee04, SS97, WGH+11, RGH+11]. Most approaches compare in-
ternal variables to a certain threshold that can be fixed or adaptive
[HTK03, HNK04, Her05, HBNK05a, HBNK05b].

Although obviously important, adaptation control of AEC and AES
systems will not be within the scope of this thesis. Various references
for robust adaptation control are given above, e.g. [MPS00]. Thus, in
the following, the near-end speaker can be assumed to be inactive and
no adaptation control is needed. However, in this thesis the ideas of
adaptation control are used in Section 5.1.2 to incorporate knowledge
about the AEC convergence state and, by this, increase the robustness
of the LRC system.

• Nonlinearities: As already stated in Section 2.1 the AEC has to
model the LRM system which contains the chain of loudspeaker, RIR,
and microphone. Common linear approaches for acoustic echo cancel-
lation are not able to model nonlinear effects which occur if low-cost
loudspeakers, microphones, amplifiers, or analogue/digital (AD) con-
verters are used in a hands-free system. Nonlinear effects on acoustic
echo cancellation were studied in e.g. [SK00, KK05a, KK06] but will
not be considered in the following since they are out of the scope of
this thesis and, furthermore, introduce higher complexity and com-
putational load. It will be assumed that all LRM systems can be
modelled by linear approaches with sufficiently small errors.

• AEC stereo problem: If multi-channel systems are considered,
common AEC algorithms can be extended easily to the multi-
microphone case [Kel97] while the extension to a multi-loudspeaker
system in general leads to a heavily reduced performance [BK01].
Since multiple-loudspeaker systems allow for the transmission of spa-
tial information about the acoustic scene in the far-end room, such
systems are highly demanded. They allow to distinguish the direction
of different far-end speakers by the near-end listener, which enhances
speech intelligibility. Whenever the terms multi-channel acoustic echo
cancellation or stereo acoustic echo cancellation are used, generally
hands-free systems with two or more loudspeakers are considered if
not stated otherwise.

In principle, simple and straightforward extensions of well-known
single-channel gradient algorithms to the multi-channel case are pos-
sible [BAGG95, SM95, BDG96, MSS+97]. However, the perfor-
mance of those algorithms is heavily reduced compared to the single-
channel case due to the strong correlation of the loudspeaker signals
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[SMH95, BMS97, BMS98b]. It was shown in [BMS98b, GB02] that
no unique solution for the problem of stereo AEC exists in theory
and that the solution depends not only on the RIRs in the near-end
environment but also on the RIRs in the far-end environment.

One solution for stereo AEC is the decorrelation of the two transmis-
sion channels by introducing nonlinear distortions [GB00, MHB01,
GB02, SMZ08] which are barely audible at least for speech signals
and which have only negligible impact on the stereo image. Par-
tial filter coefficient updates also improve convergence [KN04]. Other
techniques such as time-variant filtering of one loudspeaker channel
[JS98], all-pass structures [Ali98] or the use of comb filters [BMS98a]
showed worse results.

For use in real-time systems, gradient algorithms working in the block-
frequency-domain [BM00, BK01, BBK03, Gau03, Her05] showed
promising results due to the decorrelation property of the DFT and
the possibility of an efficient implementation by the FFT. A further
complexity reduction can be obtained if multi-channel post-filters are
used [Kal07, GKMK06b, FFK+08a, WQW11].

The AEC stereo problem is of particular importance for the multi-
channel system identification which is needed for multi-loudspeaker
LRC systems (cf. Section 4.4.3).

3.1 Objective Quality Measures for Echo Re-
duction Algorithms

Acoustic echo cancellers that will be the topic of this chapter aim at the
reduction of the echo signal ψ[k] that is picked up by the microphone as
depicted in Figure 3.2. The echo cancellation filter cAEC[k] generates an

echo estimate ψ̂[k] that is subtracted from the microphone signal. For the

case of perfect echo cancellation, the residual echo signal ξ[k] = ψ[k]− ψ̂[k]
vanishes.

Two different objective measures for assessment of the performance of echo
reduction are common [VM06] and will be introduced briefly in the follow-
ing. These measures are called system misalignment (cf. Section 3.1.1) and
echo return loss enhancement (ERLE) (cf. Section 3.1.2).
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Figure 3.2: Schematic of an acoustic echo canceller. The system misalignment
between RIR h[k] and AEC filter cAEC[k] is denoted as h̃[k].

3.1.1 AEC System Misalignment

The system misalignment vector h̃[k] is defined as the distance between
the vector h[k] consisting of the RIR coefficients and the RIR estimate

vector ĥ[k] that consists of the AEC coefficients as illustrated in Figure 3.2,

i.e. ĥ[k] = cAEC[k].

h̃[k] = h[k]− ĥ[k] (3.1.1)

h[k] = [h0[k] , h1[k] , ... , hLh−1[k]]
T

(3.1.2)

ĥ[k] = [cAEC,0[k], cAEC,1[k], ..., cAEC,LAEC−1[k], 0, ..., 0]
T

(3.1.3)

Since generally the length of the RIR Lh is greater than the length of the
AEC filter LAEC, the vector ĥ[k] is filled with zeros to have the same length
as h[k].
The so-called relative system misalignment DdB[k] is commonly used for
assessment of AEC algorithms. It is defined as the squared vector norm

||h̃[k]||22 = h̃
T
[k] · h̃[k] of the system misalignment according to (3.1.1) in

dB normalized by the squared vector norm of the RIR1.

DdB[k] = 10 · log10
||h̃[k]||22
||h[k]||22

(3.1.4)

1Cf. (3.2.13) for the general norm definition.
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Figure 3.3: RIR vector h[k] and system misalignment vector h̃[k] for a converged
AEC of order 511.

Figure 3.3 exemplarily shows an RIR (grey) and the corresponding system
misalignment (black) for an AEC filter of order 511. The early samples of
the RIR are compensated by the AEC filter. The tail of the RIR that
cannot be modelled by the AEC filter due to its limited influence length
contributes to the system misalignment. Thus, the minimum achievable
system misalignment depends on the AEC order [VM06]. Since the RIR
is unknown in general for real-world systems the system misalignment only
can be evaluated during simulation when the RIR is known.
An objective measure to assess the AEC performance which also can be
calculated if the RIR is unknown is called echo return loss enhancement
(ERLE) and will be introduced in the following section.

3.1.2 Echo Return Loss Enhancement (ERLE)

The ratio between echo energy and residual echo energy is known as echo
return loss enhancement (ERLE) [VM06].

ERLE| dB [k] = 10 · log10
E
{
ψ2[k]

}

E
{

(ψ[k]− ψ̂[k])2
} (3.1.5)

= 10 · log10
E
{
ψ2[k]

}

E {ξ2[k]} (3.1.6)

In contrast to the system misalignment, the ERLE can be measured even
if the RIR is unknown since all signals in (3.1.6) are available in a prac-
tical situation. The expectation operators in (3.1.6) can be replaced
by their short-term expectations. For white noise as an input signal,



36 3 Acoustic Echo Cancellation

ERLE and the system misalignment DdB[k] show the same results [VM06],
i.e. ERLE| dB [k] = −DdB[k], as exemplarily shown in Figure 3.4. How-
ever, while for a non-white input signal a small system distance is equivalent
to a high echo reduction in terms of ERLE, a high ERLE does not auto-
matically result in a low system distance as it can be seen from Figure 3.4
for speech as an input signal. Thus, from a system-theoretical point of view
the system distance is the more general objective measure. However, firstly
it may not be measurable and secondly the performance perceived by the
listener is more correlated to the ERLE measure.
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Figure 3.4: System misalignment DdB and ERLE.

3.2 Gradient Algorithms for System Identifi-
cation

A schematic of a single-channel system for acoustic echo cancellation is
shown in Figure 3.5. The LRM system in Figure 3.5 is described by
the unknown vector h[k]. If the AEC filter cAEC[k] perfectly models the

impulse response, its output ψ̂[k] equals the acoustic echo ψ[k] contained in
the microphone signal y[k]. For this case, the error signal eAEC[k] is zero
for an inactive near-end user sn[k]. Please note that perfect cancellation of
the error signal eAEC[k] is only possible if the length of the AEC LAEC at
least equals the length of the RIR Lh. Otherwise a residual echo remains
due to the unmodelled tail of the RIR.
Various algorithms have been proposed for solving the problem of acoustic
echo cancellation. The most prominent one is the normalized version of the
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Figure 3.5: Schematic of a single-channel acoustic echo canceller (AEC).

LMS algorithm (cf. Section 3.2.1) and its extension to the affine projection
algorithm (APA) [Hay02]. Proportionate update schemes which converge
faster for sparse impulse responses as well as frequency-domain implementa-
tions which reduce the computational load will be discussed in Sections 3.2.2
and 3.3, respectively.
Most gradient algorithms are based on the Wiener-Hopf equation [Hay02,
HS04]

Rxx cAEC = rxψ (3.2.1)

Here, cAEC is the coefficient vector of the AEC filter according to (3.2.2) of
length LAEC which is excited by a input signal vector x[k] containing the
last LAEC input samples

cAEC = [cAEC,0, cAEC,1, . . . , cAEC,LAEC−1]
T
, (3.2.2)

x[k] = [x[k], x[k − 1], · · · , x[k − LAEC + 1]]
T
. (3.2.3)

Rxx is the autocorrelation matrix of size LAEC × LAEC of the real-valued
input signal

Rxx = E
{
x[k] · xT [k]

}
(3.2.4)

and rxψ is the cross correlation vector

rxψ = E {x[k] · ψ[k]} (3.2.5)

between the filter input signal vector x[k] and the echo signal ψ[k] which
acts as a reference for the filter. The vector of the filter coefficients can be
calculated by solving (3.2.1) for cAEC:

cAEC = R−1
xxrxψ (3.2.6)



38 3 Acoustic Echo Cancellation

Equation (3.2.6) is known as Wiener solution or normal equation. Typically,
Rxx and rxψ are time-variant and, thus, a-priori unknown. Furthermore,
the expectations in (3.2.4) and (3.2.5) have to be estimated by proper av-
eraging.

3.2.1 The LMS and NLMS Algorithm

The least-mean-squares (LMS) algorithm is by far the most popular adap-
tive algorithm for designing adaptive filters [WS85, Hay02]. It was intro-
duced by Widrow and Hoff in 1960 [WH60, WMB75]. Since then the LMS
algorithm found applications in many areas, such as interference cancella-
tion, equalization, and system identification [Son67]. The LMS algorithm
belongs to the class of gradient algorithms which update the coefficient vec-
tor iteratively following the direction of the negative gradient

−∇cAEC
= −

[
∂

∂cAEC,0
,

∂

∂cAEC,1
, ... ,

∂

∂cAEC,LAEC−1

]T

, (3.2.7)

which points towards the minimum of a properly chosen cost function (typ-
ically the mean squared error E

{
|eAEC[k]|2

}
). The so-called deterministic

gradient algorithms avoid the inversion of Rxx in (3.2.6) which would lead
to a high computational effort for common AEC filter lengths of several
thousand coefficients,

cAEC[k + 1] = cAEC[k]−∇cAEC
e2AEC[k], (3.2.8)

= cAEC[k] + µ
(

r̂xψ − R̂xxcAEC[k]
)

. (3.2.9)

This leads to the well-known LMS update equation which results from esti-
mating the autocorrelation matrix Rxx and the cross-correlation vector rxψ
using instantaneous values R̂xx = x[k]xT [k] and r̂xψ = x[k]ψ[k] [Hay02]:

ĉAEC[k + 1] = ĉAEC[k] + µLMS x[k] eAEC[k] (3.2.10)

The simplicity of (3.2.10) contributed to the great success of the LMS filter
algorithm. The computational load is minimum since only LAEC multipli-
cations are needed for each update. Unfortunately, the maximum possible
step-size µLMS depends on the largest eigenvalue of Rxx which is difficult
to estimate in a real-world algorithm and fluctuates a lot depending on the
current input samples of x[k]. To achieve convergence which is indepen-
dent of the input signal’s power, the step-size can be normalized resulting
in the normalized least-mean-squares (NLMS) algorithm proposed in 1967
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[NN67, AJ67]:

ĉAEC[k + 1] = ĉAEC[k] +
µNLMS[k]

xT [k]x[k] + δNLMS
x[k] e[k] (3.2.11)

In (3.2.11) δNLMS is a regularization parameter which prevents division
by zero if the energy of the input signal x[k] is too low. The step-size
µNLMS[k] in (3.2.11) can be chosen independently of the input signal as
0 ≤ µNLMS[k] ≤ 2. Common step-sizes for highly correlated and non-
stationary signals like speech are 0.1 ≤ µNLMS[k] ≤ 0.5 depending on the
expected ambient noise which disturbs convergence of the algorithm. The
step-size µNLMS[k] has to be heavily reduced towards 0 if a near-end speaker
is active to prevent cancellation of his or her signal. If echoes have to be
cancelled in reverberant rooms, such as office environments, the convergence
rate of the LMS algorithms is not sufficient to fulfill the ITU recommen-
dations for echo suppression [ITU93a, ITU93b, ITU88]. The update of the
coefficient vector always points into the direction of the input vector x which
may be different from the direction towards the minimum of the cost func-
tion. If consecutive vectors x of the input signal are strongly correlated, as
it is the case for speech input, their directions may differ only slightly from
each other. This leads to slower convergence because more steps are needed
to reach the global minimum of the cost function in the LAEC-dimensional
space of the filter coefficients. Algorithms which allow for faster convergence
but raise the computational load are the recursive least-squares (RLS) algo-
rithm and the affine projection algorithm [Hay02]. For the specific nature
of equalized impulse responses (IRs) the class of so-called proportionate
update schemes will be briefly reviewed and analyzed in the following.

3.2.2 Proportionate Filter Update

The previously discussed adaptive filter algorithms evenly spread their up-
date energy over all filter coefficients. Proportionate update algorithms,
which have been developed for network echo cancellation allow for faster
convergence if the impulse response, which has to be identified, is sparse
[Dut00, BGM+01, NCB06]. An impulse response can be considered to be
sparse if a small percentage of its samples have a significant magnitude while
the rest are zero or small [BHCN06]. In proportionate update schemes, an
individual step-size is calculated for each filter coefficient allowing for faster
convergence for filter coefficients with higher energy. The idea of incor-
porating knowledge about the impulse response for defining an individual
step-size for each filter coefficient was presented in [KMK93] for typical RIRs
having an exponential decay. By choosing the step-size of the AEC filter
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proportional to the expected exponential decay of the RIR, earlier filter
coefficients converged faster than later filter coefficients [KMK93]. This led
to a faster convergence in total. Proportionate update schemes adaptively
estimate the optimum step-size for each coefficient. By this, they allow
for faster convergence independently of the structure of the sparse impulse
response [Dut00, KLDN08].
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Figure 3.6: Examples of impulse responses that have to be identified by an AEC.

Four different examples of impulse responses and their corresponding spar-
sity measures [BHCN06]

γ(h) =
Lh

Lh −
√
Lh

(

1− ‖h‖1√
Lh‖h‖2

)

(3.2.12)

are shown in Figure 3.6. In (3.2.12), ‖h‖1 and ‖h‖2 are the l1-norm and
the l2-norm, respectively, defined as

‖h‖p =
(
Lh−1∑

i=0

|hi|p
) 1

p

(3.2.13)

for p = {1, 2}. The sparsity measure defined in (3.2.12) can take values
between 0 ≤ γ(h) ≤ 1 and equals 1 for the (delayed) dirac function which
is the most sparse possible impulse response and which is shown in Fig-
ure 3.6 (a). The sparsity measure equals 0 for a uniform impulse response
h = [1, 1, ..., 1]T and is independent of the scaling of h [BHCN06]. Common
RIRs with room reverberation times of τ60 = 100 ms and τ60 = 500 ms
are shown in Figure 3.6 (b) and (c), respectively. Figure 3.6 (d) shows the
equalized impulse response2 h3[k]∗cEQ[k] after processing by a least-squares
equalizer cEQ[k] of order LEQ = 2048 as illustrated in Figure 3.7.

2The equalization of RIRs will be discussed in detail in Chapter 4.
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near end room

h3[k]

cAEC[k]

cEQ[k]

Figure 3.7: Identification of an equalized impulse response by an outer AEC.

It is obvious that the equalized impulse response in Figure 3.6 (d) is quite
sparse which motivates the discussion of the class of proportionate normal-
ized least-mean-squares (PNLMS) algorithms in the following for identifi-
cation of such impulse responses3.

The Proportionate NLMS Algorithm (PNLMS)

The sparse nature of impulse responses as they occur e.g. in network echo
cancellation, feedback cancellation in hearing aids or for equalized systems
as depicted in Figure 3.6 (d) causes standard adaptive algorithms including
the NLMS to perform poorly since every filter coefficient is updated with the
same step-size. The proportionate normalized least-mean-squares (PNLMS)
algorithm calculates an individual step-size for each filter coefficient based
on the estimated energy of the corresponding coefficient. This allows for
faster convergence of filter coefficients with higher energy [Dut00, Gay98].

The update rule of the PNLMS algorithm is given by [BHCN06]

cAEC[k+1] = cAEC[k]+µPNLMS
MPNLMS[k]x[k] e[k]

xT [k]MPNLMS[k]x[k] + δPNLMS
. (3.2.14)

In (3.2.14) the matrix MPNLMS[k] containing the step-sizes is defined as

MPNLMS[k] = diag {µPNLMS[k]} (3.2.15)

3Please note, that equalizers need an estimate of the RIR h which means that an
additional inner AEC is be needed in Figure 3.7. System identification for equalizers will
be discussed in Section 4.4.2 and combined systems with inner and outer AECs will be
discussed in Chapter 5.
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with

µPNLMS[k] =

[
µ′
0,PNLMS[k]

µ̄′
PNLMS[k]

, . . . ,
µ′
LAEC−1,PNLMS[k]

µ̄′
PNLMS[k]

]T

, (3.2.16)

µ′
i,PNLMS[k] = max{ρ l′∞[k], |cAEC,i[k]|}, (3.2.17)

l
′

∞[k] = max{υ, l∞[k]}, (3.2.18)

l∞[k] = ‖cAEC[k]‖∞ (3.2.19)

= max{|cAEC,0[k]|, . . . , |cAEC,LAEC−1[k]|}, (3.2.20)

µ̄′
PNLMS[k] =

1

LAEC

LAEC−1∑

i=0

µ′
i,PNLMS[k]. (3.2.21)

The regularization parameter δPNLMS can be chosen as δPNLMS =
δNLMS/Lc,AEC compared to the NLMS algorithm [BHCN06]. The param-
eters ρ and υ in equations (3.2.17) and (3.2.18) control the proportionate
behaviour of the PNLMS algorithm. Here, the parameter ρ is the more im-
portant one [Dut00] since it controls the amount of proportionateness of the
PNLMS algorithm. If ρ is chosen to have values of ρ ≥ 1 it leads to a degen-
eration of the PNLMS algorithm to the NLMS algorithm because ρ l

′

∞[k] is
always greater than |cAEC,i[k]| in this case and all step-sizes µ′

i,PNLMS[k] be-
come equal. Therefore, ρ should be chosen smaller than 1 since, in general.
As ρ decreases, the initial convergence speed will become faster [Dut00].
The parameter υ is of minor importance since it just prevents a dead-lock
of the update if all coefficients have (initial) values of 0 and it ensures equal
convergence in the very beginning. Once one coefficient of |cAEC,i[k]| is
greater than υ it will become ineffective as it can be seen from (3.2.18).

In general, the larger the respective coefficient in a PNLMS update scheme
is, the more adaptation speed it gets. This leads to a fast initial conver-
gence. However, other coefficients converge more slowly and, furthermore,
the gradient noise for large coefficients is greater than for the conventional
NLMS algorithm. This leads to a slightly worse final convergence as it
will be shown later in this section after describing the so-called improved
proportionate NLMS (IPNLMS) algorithm in the following.

The Improved PNLMS Algorithm (IPNLMS)

The PNLMS algorithm discussed above leads to faster convergence for
sparse impulse responses as they occur e.g. in the field of network echo
cancellation or for the case of equalized impulse responses. However, the
PNLMS algorithm converges slower than the conventional NLMS algorithm
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for more dispersive impulse responses [NCB06] (e.g. as depicted in Fig-
ure 3.6 (c)). Several extensions of the PNLMS algorithm have been proposed
in literature to solve this problem. Examples are the so-called PNLMS++
algorithm that alternates the adaptation rule between PNLMS and NLMS
[Gay98] at each iteration step and the so-called µ-law PNLMS (MPNLMS)
[DD05]. Both show improved convergence. An algorithm which directly
offers the possibility to smoothly switch between the convergence behavior
of the NLMS algorithm and the PNLMS algorithm is the so-called improved
proportionate NLMS (IPNLMS) [BG02b] which will be briefly introduced
in the following.
The reason for the performance loss of the PNLMS algorithm for the case
of a dispersive impulse response is the strong focus on the most prominent
coefficient in (3.2.17). A more relaxed consideration of the proportionate
idea can be formulated by [BG02b]

µ′
i,IPNLMS[k] = (1− α)

‖cAEC[k]‖1
LAEC

+ (1 + α)|cAEC,i[k]|. (3.2.22)

In (3.2.22), the parameter −1 ≤ α < 1 allows for a trade off between NLMS
update (α = −1) and PNLMS update (α ≈ 1). Similarly to the definition of
the PNLMS algorithm in (3.2.14) the IPNLMS update is given by [BG02b]:

cAEC[k + 1] = cAEC[k]+µIPNLMS
M IPNLMS[k]x[k]e[k]

xT [k]M IPNLMS[k]x[k]+ δIPNLMS
(3.2.23)

M IPNLMS[k] = diag{µIPNLMS[k]} (3.2.24)

µIPNLMS[k] =

[
µ′
0,IPNLMS[k]

‖µ′
IPNLMS[k]‖1

, . . . ,
µ′
LAEC−1,IPNLMS[k]

‖µ′
IPNLMS[k]‖1

]T

(3.2.25)

With (3.2.13) and (3.2.22), the l1 norm ‖µIPNLMS[k]‖1 in (3.2.25) can ex-
pressed by

‖µ′
IPNLMS[k]‖1 = 2‖cAEC[k]‖1 (3.2.26)

and, by this, the elements µi,IPNLMS[k], i = 0, 1, . . . ,LAEC−1 of the step-size
vector in (3.2.25) can be calculated by

µi,IPNLMS[k] =
µ′
i,IPNLMS[k]

‖µ′
IPNLMS[k]‖1

=
1− α

2LAEC
+ (1 + α)

|cAEC,i[k]|
2‖cAEC[k]‖1 + ε

. (3.2.27)

Please note, that in order to avoid a division by zero in equation (3.2.27),
especially at the beginning of the adaptation when all filter taps are ini-
tialized by zero, a small positive constant ε is added to the denominator



44 3 Acoustic Echo Cancellation

[BG02b]. The regularization parameter δIPNLMS in (3.2.23) can be chosen
to δIPNLMS = (1− α)/(2LAEC)δNLMS [BG02b].
Variants of the APA with proportionate update schemes also exist [GBGS00,
HGS04]. However, they will not be discussed here, since simulations showed
worse performance than the conventional APA for highly coloured and non-
stationary input signals, such as speech.

Performance Comparison of Proportionate Gradient Algorithms

Before a comparison of NLMS, PNLMS and IPNLMS will be given by means
of achievable ERLE and system distance DdB a comparative illustration of
the initial convergence of the three algorithms will be shown exemplarily
for the RIR depicted in Figure 3.8 which is characterized by a short room
reverberation time of τ60 ≈ 50 ms and a sparsity measure of γ(h) = 0.91.
Such an impulse response can be observed e.g. in a car.

1000800600400200
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0

0
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γ(h) = 0.91

h

RIR coefficients

Figure 3.8: Example of a sparse RIR.

The states of convergence after several filter updates are shown in
Figure 3.9 for the NLMS algorithm in panels (a)-(e), for the PNLMS
algorithm in panels (f)-(j) and for the IPNLMS algorithm in panels (k)-(o),
respectively. The absolute values of the filter coefficients |cAEC[k]| are indi-
cated by a thick solid black line at update steps k = {30, 40, 50, 200, 250}.
The first 100 AEC filter coefficients |cAEC,i[k]| are shown for the update
steps k = {30, 40, 50} in panels (a)-(c), (f)-(h) and (k)-(m) while the
first 250 AEC filter coefficients |cAEC,i[k]| are shown for the update steps
k = {200, 250} in panels (d)-(e), (i)-(j) and (n)-(o), respectively.

NLMS algorithm: Panels (a)-(e) show the absolute values of the first AEC
filter coefficients |cAEC[k]| and the corresponding absolute values of the RIR
h[k] (dotted grey line) which has to be identified. Please note, that for better
illustration, the RIR h[k] is time-invariant for all panels in Figure 3.9,
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(k) IPNLMS update no. 30 (l) IPNLMS update no. 40 (m) IPNLMS update no. 50

(n) IPNLMS update no. 200 (o) IPNLMS update no. 250
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Figure 3.9: Comparison of the convergence of the NLMS algorithm (panels (a)-
(e)), the PNLMS algorithm (panels (f)-(j)) and the IPNLMS algo-
rithm (panels (k)-(o)). AEC filter length is LAEC = 1024. Room
reverberation time of the RIR is τ60 ≈ 50 ms.
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i.e. h[k] = h.

PNLMS algorithm: The PNLMS algorithm’s convergence depicted in panels
(f)-(j) shows that the update at prominent peaks (e.g. at coefficient i = 30)
is much faster if the PNLMS algorithm is used compared to the NLMS
algorithm’s performance shown in panels (a)-(e). Panels (f)-(j) additionally
visualize the influence of the parameter υ, given in (3.2.18). As visible in
panels (f)-(h), a value of υ = 0.1 has been chosen. The parameter υ prevents
a dead-lock of the update if all coefficients have (initial) values of 0 and it
ensures equal convergence in the very beginning. Once one coefficient of
|cAEC,i[k]| is greater than υ, it will become ineffective which happens in
panel (h)-(j) (also cf. (3.2.18)).

In the very beginning of the PNLMS algorithm’s convergence, all coeffi-
cients |cAEC,i[k]| are smaller than υ · ρ = 0.01 (cf. (3.2.17) and (3.2.18))
as depicted in panel (f). Thus, all step-sizes µ′

i,PNLMS[k] are equal. After
a few update steps some coefficients become larger than υ · ρ but are still
smaller than υ as depicted in panel (g). Thus, the proportionate step-size
µPNLMS[k] speeds up the convergence of those coefficients. After at least
one coefficient becomes greater than υ as depicted in panels (h)-(j), the
threshold is raised from υ · ρ to l∞[k] · ρ since l∞[k] ≥ υ. By this, the
convergence speed of the smaller coefficients is increased slightly as it can
be observed from comparing µPNLMS[k] in panels (g) and (h).

IPNLMS algorithm: Panels (k)-(o) of Figure 3.9 show AEC filter coeffi-
cients |cAEC[k]| (solid black line) and the RIR h to be identified (dotted
grey line) for the IPNLMS algorithm. The performance is comparable to
that of the PNLMS algorithm and considerably better than for the NLMS
algorithm.

A convergence comparison by the objective measures ERLE and system
distance DdB (cf. Section 3.1) is given in Figures 3.10 to 3.13 for the four
impulse responses depicted in Figure 3.6. Panels (a) of Figures 3.10 to 3.13
show the respective impulse response that is to be identified by the gradient
algorithms. The ERLE and system distanceDdB are shown for a white input
signal (left panels, (c) and (e)) and for a speech input (right panels, (d) and
(f)), respectively. Panel (b) shows the speech input signal for the algorithms
that was used to obtain the simulation results shown in the right panels.
The following parameters were chosen for the simulations: the lengths of the
respective impulse responses were Lh = 4096, the AEC filter lengths were
LAEC = 1024, the step-sizes were µ[k] = 0.2. For the PNLMS algorithm
ρ = 5/LAEC and υ = 0.01 were chosen and for the IPNLMS α = −0.5. The
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Figure 3.10: Convergence of NLMS, PNLMS and IPNLMS for the delayed delta
function shown in Figure 3.6 (a); (a) first 200 ms of IR shown in
Figure 3.6 (a); (b) speech excitation signal; (c) system distance in
dB for white noise excitation; (d) system distance in dB for speech
excitation; (e) ERLE in dB for white noise excitation; (f) ERLE
in dB for speech excitation signal.

regularization parameter were δNLMS = 0.01, δPNLMS = δNLMS/LAEC and
δIPNLMS = δNLMS/(2LAEC).
The performance comparison for the most sparse impulse response, i.e. a
delayed delta function, is shown in Figure 3.10. It can be seen that the
initial convergence of PNLMS and IPNLMS is much faster than that of the
NLMS. Especially for the speech input (right panels), the performance is
drastically increased by the proportionate algorithms. Since the PNLMS
is optimized for this maximally sparse impulse response its performance is
even better than the performance of the IPNLMS which is more obvious for
the speech input signal (right panels) than for the white input signal (left
panels).
Figure 3.11 shows the performance comparison for the somewhat more dis-
persive RIR depicted in Figure 3.6 (b) whose first 200 ms are also shown
in panel (a) of Figure 3.11. The reverberation time of τ60 = 100 ms cor-
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Figure 3.11: Convergence of NLMS, PNLMS and IPNLMS for the RIR shown
in Figure 3.6 (b); (a) first 200 ms of RIR shown in Figure 3.6 (b)
(τ60 = 100 ms); (b) speech excitation signal; (c) system distance in
dB for white noise excitation; (d) system distance in dB for speech
excitation; (e) ERLE in dB for white noise excitation; (f) ERLE
in dB for speech excitation signal.

responds to a small and acoustically dry room. Initial convergence of the
proportionate algorithms still is faster than for the NLMS algorithm. How-
ever, at least for the white input signal (left panels) the performance of the
PNLMS algorithms becomes worse than that of the NLMS algorithm after
a few seconds. The IPNLMS algorithm as a trade-off between NLMS and
PNLMS always shows better performance than the NLMS algorithm.
Simulation results for a RIR characterised by a room reverberation time of
τ60 = 500 ms are shown in Figure 3.12. Such an RIR can e.g. be observed in
a common office environment. Here, the tendency already observed in Fig-
ure 3.11 can also be observed for the speech signal (right panels), i.e. that
the PNLMS algorithm performs worse than the conventional NLMS algo-
rithm. Still, the IPNLMS algorithm shows good performance for white noise
input as well as for speech input.
Chapter 5 of this thesis discusses combinations of AECs and equalizers. A
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Figure 3.12: Convergence of NLMS, PNLMS and IPNLMS for the RIR shown
in Figure 3.6 (c); (a) first 200 ms of RIR shown in Figure 3.6 (c)
(τ60 = 500 ms); (b) speech excitation signal; (c) system distance in
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excitation; (e) ERLE in dB for white noise excitation; (f) ERLE
in dB for speech excitation signal.

schematic for an AEC that aims at identification of an equalized IR was
already shown in Figure 3.7. Simulation results in Figure 3.13 compare
the performance of NLMS algorithm, PNLMS algorithm and IPNLMS al-
gorithm for such an equalized IR (cf. also Figure 3.6 (d)).
It can be seen from Figure 3.13 that the performance of PNLMS and
IPNLMS is similar, but both algorithms outperform the conventional
NLMS.
From the previously shown simulation results, it is not difficult to draw
the conclusion that PNLMS behaves better than NLMS only if the RIR
is sparse, while IPNLMS converges better than PNLMS when the RIR is
dispersive. Actually, IPNLMS performs best independent of the nature of
the RIR for Gaussian white noise excitation. For speech as input signal,
IPNLMS with α = 0 always leads to a good performance, however, not to
the best performance in any case. An optimum α for the IPNLMS depends
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Figure 3.13: Convergence of NLMS, PNLMS IPNLMS and for the equalized
IR shown in Figure 3.6 (d); (a) first 200 ms of IR shown in Fig-
ure 3.6 (d); (b) speech excitation signal; (c) system distance in dB
for white noise excitation; (d) system distance in dB for speech
excitation; (e) ERLE in dB for white noise excitation; (f) ERLE
in dB for speech excitation signal.

on the nature of the RIR. However, for equalized IRs such as in Figure 3.13
proportionate update schemes are clearly preferable over conventional algo-
rithms.

3.3 Post-Filters for Residual Echo Suppres-
sion

Although the acoustic echo ψ[k] theoretically can be removed from the mi-
crophone signal y[k] by the previously described AEC filter approaches, in
general, a residual echo

ξ[k] = ψ[k]− ψ̂[k] (3.3.1)
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remains in the AEC error signal

eAEC[k] = sn[k] + n[k] + ξ[k], (3.3.2)

= sn[k] + n[k] + ψ[k]− ψ̂[k] (3.3.3)

after the compensation point of the AEC. This is mainly due to the facts that
(i) the AEC filter length LAEC is too low to model the RIR and (ii) that the
convergence of the AEC filter is imperfect, in general, due to time-varying
impulse responses and correlated input signals [Hay02]. The residual echo
signal ξ[k] in eAEC[k] can be further reduced by so-called acoustic echo
suppression (AES) filters p[k] which are also known as post-filters [MV96,
TGS97a, GMV98, HS00, HS04, GKK05, GKMK06b] since they generally
succeed the AEC filter as depicted in Figure 3.14.

-

sn[k] + n[k]

ψ[k] ψ̂[k]

h[k]

eAEC[k]

cAEC[k]

p[k]

x[k]

Figure 3.14: Schematic of an acoustic echo reduction system composed of AEC
filter cAEC[k] and an AES post-filter p[k].

It was shown in [AF95, FB95b, BF96, MV96, BSFB01] that this arrange-
ment of AEC and AES filter is mathematically optimal for echo suppression.
Structures applying suppression filters in front of conventional AEC filters
are usually not used, mainly because of the different adaptation speeds of
conventional AEC filters and AES filters.
The filter coefficients

p[k] =
[
p0[k], p1[k], . . . , pLp−1[k]

]T
(3.3.4)

for a post-filter of length Lp can be obtained by minimizing the mean
squared error [Hay02]

E
{
e2PF[k]

}
= E

{
|pT [k]eAEC[k]− sn[k]|2

} !
= min (3.3.5)

with the AEC error vector

eAEC[k] = [eAEC[k], . . . , eAEC[k − Lp + 1]]
T

(3.3.6)
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-

ŝn[k]

sn[k]

eAEC[k] ePF[k]
p[k]

Figure 3.15: Schematic for AES post-filter design.

as illustrated in Figure 3.15.
The obtained MMSE solution

p[k] = E
{
eAEC[k] e

T
AEC[k]

}−1
E {eAEC[k] sn[k]} (3.3.7)

usually is applied in the short-term frequency-domain. The frequency-
domain AES weighting function reads [Hay02]

p[ℓ] = ΦeAEC sn [ℓ]⊘ΦeAEC eAEC
[ℓ], (3.3.8)

with ΦeAEC sn [ℓ] and ΦeAEC eAEC
[ℓ] being the cross power spectral density

(CPSD) vector of the AEC error signal and the near-end speaker’s signal
and the auto power spectral density (APSD) vector of the AEC error signal,
respectively. The symbol ⊘ represents the element-by-element division of
two vectors. Assuming absence of noise disturbance n[k] and that the AEC
error signal and the signal of the near-end speaker are uncorrelated, i.e. that

ΦeAEC sn [ℓ] = Φsn sn [ℓ], (3.3.9)

and

ΦeAEC eAEC
[ℓ] = Φsn sn [ℓ] +Φξξ[ℓ], (3.3.10)

Eq. (3.3.8) can be rewritten,

p[ℓ] = (ΦeAEC eAEC
[ℓ]−Φξξ[ℓ])⊘ΦeAEC eAEC

[ℓ]. (3.3.11)

For practical application (3.3.11) is often generalized to

p[ℓ] = ((E {|eAEC[ℓ]|α} − βE {|ξξξ[ℓ]|α})⊘ E {|eAEC[ℓ]|α})γ (3.3.12)

with α, β and γ being filter design parameters to control the echo sup-
pression performance. Eqs. (3.3.11) and (3.3.12) are commonly known
as spectral subtraction which exists in various slightly different versions,
cf. e.g. [Bol79, BSM79, MS97, GKMK06b]. Since expectations necessary
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for calculating the post-filter weighting rules have to be estimated properly,
the weighting rule is normally limited to pmin[ℓ] ≤ p[ℓ] ≤ 1 for all frequency
bins to avoid amplification on the one hand and negative values or too high
attenuation on the other hand. The maximum suppression pmin[ℓ] can be
chosen to a fixed value (20-40 dB is often used for AES) or in dependence
of psychoacoustical findings to reduce the so-called musical-noise problem
[Gus99, Fal03, GMK06a].

+

-

+ -

ts

x[k]

y[k]sn[k] + n[k] eAEC[k] eAEC,p[k]eAEC[ℓ] eAEC,p[ℓ]

ψ[k] ψ̂[k]

h[k] cAEC[k]

p[ℓ]

ξ̂ξξ[ℓ]

X[ℓ]

cREEF[ℓ]

FFT

FFT IFFT

Figure 3.16: Schematic of an time-domain acoustic echo cancellation filter
cAEC[k] with subsequent frequency-domain post-filter p[ℓ]. An
estimate of the residual echo which is used by the post-filter to
calculate the residual echo PSD is generated by a residual echo
estimation filter (REEF) cREEF[ℓ].

A schematic of the acoustic echo reduction system containing an AEC filter
cAEC[k] and an AES post-filter p[ℓ] is depicted in Figure 3.16. The AEC
filter is applied and updated in time-domain in Figure 3.16 since only time-
domain AEC gradient algorithms have been described so far. Of course a
frequency-domain update rule for the AEC, e.g. as in [Her05], would be also
possible in Figure 3.16. The loudspeaker signal x[k] and the AEC output
signal eAEC[k] are transformed to the frequency-domain to result in X[ℓ] as
defined in (2.2.15) on page 22 and

eAEC[ℓ] = F 2L×2LW
01
2L×LeAEC[ℓ]. (3.3.13)

The echo suppression filter p[ℓ] is applied to the matrix

EAEC[ℓ] = diag{F 2L×LeAEC[ℓ] + Ĩ2L×2L F 2L×LeAEC[ℓ− 1]} (3.3.14)

containing the short-term spectra of the last two blocks of the AEC error
signal eAEC[k], after it has been transformed to the frequency-domain.

eAEC,p[ℓ] = GEAEC[ℓ]p[ℓ] (3.3.15)
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Since the filter p[ℓ] is applied in the signal path, it always affects both, the
residual echo and the desired signal part. Hence, post-filters always lead
to a certain amount of distortion of the desired signal. On the other hand,
convergence of post-filters is generally much faster than for AEC filters
and, in general, the calculation of the weighting rule is not restricted to
system identification [Fal03, FFK+08b] since p[ℓ] only depends on reliably
estimated PSDs of input signal and residual echo as it can be seen from
(3.3.11). In the following, a method to obtain the residual echo PSD Φ

ξ̂ ξ̂
[ℓ]

by means of a so-called REEF cREEF[ℓ] which performs system identification
is chosen. In general, various ways exist to obtain Φ

ξ̂ ξ̂
[ℓ] also without

REEF, however, since the information about the impulse response will be
necessary for the LRC algorithms described in Chapters 4 and 5 [GKK05,
Kal07, GMK06a], the REEF will be used in the following to calculate an

estimate of the residual echo ξ̂ξξ[ℓ] as input for the AES filter p[ℓ].
To obtain an estimate of the residual echo, the system misalignment vector
h̃[k] as defined in (3.1.1) and depicted in Figures 3.2 and 3.3 on page 34f. is
the IR that has to be identified by an adaptive filter. For this purpose, a
simplified structure to calculate an update rule for the REEF cREEF[ℓ] is
shown in Figure 3.17.

X[ℓ]

sn[ℓ] eAEC[ℓ] q[ℓ]

ξξξ[ℓ] ξ̂ξξ[ℓ]

h̃[ℓ] cREEF[ℓ] PFBLMS

Figure 3.17: Definition of block-error signal q[ℓ] for post-filter design in
frequency-domain updated by the partitioned frequency block LMS
(PFBLMS) algorithm.

To derive an update rule for the REEF, the time-domain block error signal

q[ℓ] = eAEC[ℓ]− ξ̂[ℓ] (3.3.16)

= eAEC[ℓ]−W 01
L×2LF

−1
2L×2LX[ℓ]cREEF[ℓ− 1] (3.3.17)

is transformed to the frequency-domain by multiplication with
F 2L×2LW

01
2L×L including zero-padding as described in (2.2.7) and

using the definition of the constraining matrix G in (2.2.21).

q[ℓ] = eAEC[ℓ]−GX[ℓ]cREEF[ℓ− 1] (3.3.18)
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The RLS-like frequency-domain criterion for the optimization of the REEF
cREEF[ℓ] can be defined as [Hay02, BM01]

J [ℓ] = (1− α)
ℓ∑

i=0

αℓ−iqH [i]q[i]. (3.3.19)

To find the minimum of the error function in (3.3.19), the gradient [BR72]

∇cREEF
J [ℓ] =2

∂J [ℓ]

∂c∗REEF

(3.3.20)

=2
∂

∂c∗REEF

(1− α)

ℓ∑

i=0

αℓ−i (eAEC[i]−GX[i]cREEF)
H·

· (eAEC[i]−GX[i]cREEF)
(3.3.21)

has to be calculated. Using the Wirtinger calculus [Hay02],

∂c∗REEF

∂c∗REEF

= I,
∂cREEF

∂c∗REEF

= 0, (3.3.22)

and setting (3.3.21) to zero we obtain

0
!
= 2(1− α)

ℓ∑

i=0

αℓ−i
(

−XH [i]GH
)

(eAEC[i]−GX[i]cREEF) . (3.3.23)

With GHG = G and GHeAEC[ℓ] = eAEC[ℓ] (cf. Appendix D.1 and D.2 for
proof) we obtain the frequency-domain normal equation

Φ̂ΦΦxx[ℓ]cREEF[ℓ] = φ̂φφxe[ℓ] (3.3.24)

with the CPSD vector between loudspeaker signal and AEC error signal

φ̂φφxe[ℓ] = (1− α)

ℓ∑

i=0

αℓ−iXH [i]eAEC[i] (3.3.25)

and the APSD matrix of the loudspeaker signal

Φ̂ΦΦxx[ℓ] = (1− α)

ℓ∑

i=0

αℓ−iXH [i]GX[i]. (3.3.26)



56 3 Acoustic Echo Cancellation

To obtain an iterative update equation, (3.3.25) can be rewritten in its re-
cursive form that can easily be obtained by extracting αXH [i]eAEC[i] from

the sum in (3.3.25) and reintroducing φ̂φφxe[ℓ− 1] to result in (3.3.27). Simi-
larly, (3.3.28) can be obtained from (3.3.26).

φ̂φφxe[ℓ] = αφ̂φφxe[ℓ− 1] + (1− α)XH [ℓ]eAEC[ℓ] (3.3.27)

Φ̂ΦΦxx[ℓ] = αΦ̂ΦΦxx[ℓ− 1] + (1− α)XH [ℓ]GX[ℓ]. (3.3.28)

In (3.3.27) and (3.3.28), 0 ≤ α ≤ 1 is an exponential forgetting factor which
is usually chosen close to one for speech PSD estimation. The normalization
factor (1 − α) assures an asymptotically unbiased estimate [Bri75, Her05].

Introducing (3.3.24) in terms of ℓ and ℓ − 1 for φ̂φφxe[ℓ] and φ̂φφxe[ℓ − 1] in
(3.3.27) leads to

Φ̂ΦΦxx[ℓ]cREEF[ℓ] = αΦ̂ΦΦxx[ℓ− 1]cREEF[ℓ− 1] + (1− α)XH [ℓ]eAEC[ℓ] (3.3.29)

where the dependency from Φ̂ΦΦxx[ℓ − 1] can be eliminated using (3.3.28).
With the definition of the frequency-domain error vector as already defined
in (3.3.18), the update equation can be given as

q[ℓ] = eAEC[ℓ]−GX[ℓ]cREEF[ℓ− 1] (3.3.30)

cREEF[ℓ] = cREEF[ℓ− 1] + (1− α)MREEF[ℓ]Φ̂ΦΦ
−1

xx [ℓ]XH [ℓ]q[ℓ] (3.3.31)

The diagonal matrix MREEF[ℓ] contains the step-size vector on its main di-
agonal. The theoretical optimum step-size is MREEF[ℓ] = 2I [Her05], which
is decreased in periods of an active near-end signal to decrease adaptation
speed of the REEF. For an overview of algorithms for step-size control the
interested reader is referred to [MPS00]. For the following simulations a
so-called shadow filter approach is applied for step-size control.
Simulation results for the combined system consisting of conventional AEC
filter and AES filter are shown in Figure 3.18. The lengths of the AEC
filter and the REEF were chosen to LAEC = 1024 and LREEF = 2048, respec-
tively, at a sampling rate of fs = 8000 Hz. Panel (a) of Figure 3.18 shows
the echo part ψ[k] = h[k] ∗ x[k] contained in the microphone signal in dark
grey and the the near-end speaker’s signal sn[k] in light grey (cf. also Fig-
ure 3.16). The captured microphone signal is, thus, the superposition of
both signals depicted in panel (a) and the aim of the echo reduction sys-
tem (cf. Figure 3.14) is to remove the echo, i.e. the far-end speaker’s signal,
without affecting the near-end speaker’s signal sn[k] (light grey). Panels (b)
and (c) show the achieved ERLE for AEC filter (dark grey), AES post-filter
(medium grey) and the overall system (light grey) and the corresponding
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Figure 3.18: Performance of AEC filter and AES post-filter. Near-end signal
sn[k] and echo signal ψ[k] are shown in panel (a). Achieved per-
formance in terms of ERLE and normalized system distance DdB

is shown in panels (b) and (c), respectively. Panel (d) shows the
post-filter’s transfer function over time and panel (e) the resulting
output signal eAEC,p[k] after processing by AEC filter and AES
post-filter.
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system distance DdB of AEC filter (dark grey), REEF (medium grey) and
the combines system distance (light grey), respectively. It can be seen from
panels (b) and (c) that the echo reduction of the conventional AEC filter is
limited and that most of the performance (especially in terms of ERLE) is
achieved by the AES filter. Since the evaluation of the ERLE measure and
the system distance alone may not be sufficient to assess the performance
of the echo reduction system, the AES transfer function in dependence of
time and frequency is depicted in panel (d) and the output signal eAEC,p[k]
is shown in panel (e). After initial convergence, the echo part is reduced by
the AEC/AES system while the desired signal, i.e. the near-end speaker’s
signal sn[k], is transmitted without being affected too much. As visible from
the system distances in panel (c), the REEF converges much faster than the
conventional AEC despite its higher filter order.
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Figure 3.19: System distance of AEC and REEF.

Figure 3.19 compares the system distance vectors after a certain period
of filter convergence. It is obvious that the system identification capability
of the REEF is higher due to its higher filter order (LREEF > LAEC). In
the following chapters a quickly converging system identification of sufficient
quality is essential for RIR equalization. The developed structure is capable
to archive the desired performance and is already designed to be integrated
into the block-frequency LRC filters which will be developed in the next
chapters.
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3.4 Chapter Summary

This chapter introduced different algorithms for acoustic echo cancellation
that will be combined in Chapter 5 with the algorithms for listening-room
compensation introduced in the following chapter. Algorithms for LRC need
knowledge about the RIR which can be obtained by the AEC approaches
described in this chapter. However, RIR estimates obtained by AEC filters
or AES post-filters always are erroneous, e.g. due to the AEC tail-effect.
AEC filters suffer from slow convergence, especially for long RIRs. The
discussed AES filters converge faster, however still do not lead to a perfect
system identification. Effects of these practical limitations of AEC and
AES filters on the LRC sub-systems will thus be analyzed in the following
chapters.
For the system identification of equalized systems, the discussed propor-
tionate update schemes (cf. Section 3.2.2) seem to be particularly suited
[GXJ+11]. A thorough evaluation of these algorithms for system identifica-
tion of equalized IRs will be the topic of Chapter 5, as well as the use of the
described conventional AECs [GKMK08d] and post-filters (cf. Section 3.3).
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Chapter 4

Dereverberation by
Listening-Room
Compensation

Reverberation occurs naturally in enclosed spaces such as offices or living
rooms due to multi-path propagation of the sound signal from the acoustic
source to the microphone (cf. Figure 2.2 (a) on page 10). Reverberant speech
can be described as sounding distant characterized by colouration and echo
[NG05]. If a sound signal is transmitted in a reverberant environment, re-
flections at walls, ceiling and floor change the perceived sound signal in am-
plitude as well as in phase [RK00] (cf. also Figures 2.3 and 2.4 on pages 12f.).
This influence can be described by the room impulse response (RIR) which
can be modelled by a linear finite impulse response (FIR) system [Kut00]
(cf. Section 2.1.1). Although humans are used to a moderate amount of
reverberation, higher amounts of reverberation lead to a decreased speech
intelligibility in hands-free scenarios [All82, Ber80, Hän92, IEC98] as it can
be typically observed e.g. from speech signals in a church or gymnasium.
In music signal processing, adding reverberation may be advantageous but
as far as speech communication is concerned whose aim usually is to trans-
mit information unaffectedly, removing reverberation from the speech sig-
nal and, hence, restoring the original, non-reverberant signal normally is
desired.

In general, two distinct dereverberation classes exist, viz. reverberation
suppression and reverberation cancellation. Reverberation suppression ap-
proaches focus on removing the reverberant part of the speech signal by cal-
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culating a spectral weighting rule for each time-frequency coefficient similar
to well-known approaches for noise reduction [Hab07, PN10]. Reverbera-
tion cancellation approaches remove the influence of the acoustic channel
between the sound source and the listener by equalizing the corresponding
RIR. Knowledge about the RIR can be obtained either by means of blind
[YHC05] or non-blind [GKMK08d, EN89, Mou94] channel/system identifi-
cation. Furthermore, filters for dereverberation of a speech signal can be
applied at two different positions in a hands-free scenario aiming at derever-
beration of either the microphone signal y[k] which is a reverberant version
of the near-end speaker’s signal sn[k] or the far-end speakers signal sf [k] as
it should be perceived at the position of the near-end listener. Filters that
can be used for dereverberation were already shown in Figure 1.2 on page
2, denoted there as post-filter and equalizer. A filter cEQ[k] aiming at the
removal of reverberation from the microphone signal y[k] to provide a dere-
verberated signal to the far-end listener either by reverberation suppression
or by reverberation cancellation is depicted in Figure 4.1.

sn[k]

h[k] y[k] ŝn[k]

cEQ[k]

near-end room

Figure 4.1: Dereverberation of the near-end speaker’s signal sn[k].

Since neither the non-reverberant signal sn[k] nor the RIR between the
speaker and the microphone are known, reverberation suppression and re-
verberation cancellation as depicted in Figure 4.1 usually leads to a blind
estimation problem. Please note that the RIR between the near-end user’s
signal sn[k] and the microphone is time variant if the user moves and that an
IR identification filter may estimate not only the RIR but also the mouth-
room-impulse response if this impulse response is identified blindly. Here,
the IR part corresponding to the human speech production system, i.e. the
vocal tract, of course must not be equalized by the filter cEQ[k].

In contrast to the dereverberation of the microphone signal y[k], also dere-
verberation of the far-end speaker’s signal sf [k] can be desired aiming at a
non-reverberant signal at the position of the near-end listener as depicted
in Figure 4.2. Since for this approach the influence of the RIR h[k] be-
tween loudspeaker and near-end listener has to be cancelled by equaliza-
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x[k]

y[k]

h[k
]

cEQ[k]
sf [k]

near-end room

reference
microphone

Figure 4.2: Listening-room compensation: Dereverberation of the far-end
speaker’s signal sf [k] at the position of the near-end listener.

tion, this reverberation cancellation approach is known as listening-room
compensation (LRC). For LRC, the equalizer is applied to the signal
that is emitted by the loudspeaker such that the influence of reverbera-
tion on the perceived signal is reduced at the position of a reference mi-
crophone where the near-end listener is assumed to be located. In order to
compute the equalizer, knowledge of the RIR is required, which, in the
context of LRC, is often obtained using non-blind system identification
[GKMK08d, EN89, Mou94].
Although mathematically both structures in Figures 4.1 and 4.2 are equiv-
alent at a first glance regarding the problem of reverberation cancellation,
they behave differently in real-world systems considering imperfect channel
knowledge, noise disturbances or spatial mismatch regarding assumed lo-
cations of microphones, loudspeakers and system users. The structure in
Figure 4.2 naturally does not allow for reverberation suppression since the
filter is located in front of the acoustic channel and reverberation suppression
approaches usually only influence the magnitude of the signal spectrum.
This thesis focuses on the problem of LRC while reverberation suppression
as well as blind reverberation cancellation as depicted in Figure 4.1 is out of
the scope of this thesis. The interested reader is referred to the literature,
e.g. [Hab07, HE08, PN10] and the references therein.
The problem of LRC is similar to pre-equalization approaches for data trans-
mission used in mobile communications [WK03, Kam94, FM73]. Unfor-
tunately, approaches developed for data transmission are only partly ap-
plicable since acoustic channels are generally of much higher length than
those of e.g. discrete multitone (DMT) or orthogonal frequency division
multiplexing (OFDM) systems [MYR96, KM05a] and sending training se-
quences via the acoustic channel is practically not feasible.
Algorithms for acoustic LRC try to reconstruct the non-reverberant signal
sf [k] at the position of a reference microphone by designing an equalization
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cEQ[k] h[k]
sf [k] x[k] y[k]

!
= sf [k]

acoustic environment

Figure 4.3: General setup for listening-room compensation.

filter cEQ[k] as depicted in Figure 4.3 aiming at reconstruction of the non-
reverberant signal sf [k] at the position of the reference microphone where
the human listener is assumed to be located. A detailed description of LRC
approaches will be given in Section 4.3. Since in real-world systems the
user of the system, or more precisely his or her ears that receive the sound,
generally will be located in a certain spatial distance from the reference
microphone(s), spatial robustness issues will be discussed in Section 4.4.2.

4.1 Literature Survey on Speech Dereverber-
ation

In the following, a brief literature survey on different techniques for dere-
verberation of speech signals will be given, without claim of completeness,
since there is an enormous and still growing number of relevant contribu-
tions that could be considered. However, the following survey hopefully
provides a basic overview about the possibilities for removing reverberation
from speech signals and provides the possibility to class the following work
on LRC into the broader field of dereverberation research.

4.1.1 Inverse Filtering

Since the influence of the RIR can be modelled by a convolution with a lin-
ear FIR system [Kut00], the most straightforward dereverberation approach
is deconvolution by the inverse system of the RIR [NA79]. Unfortunately,
room impulse responses are, in general, mixed-phase systems having thou-
sands of zeros inside and outside the unit circle in the z-domain (cf. Sec-
tion 2.1.6). Thus, only their minimum-phase part can be inverted by a stable
causal filter [NA79, RK00]. By allowing an additional delay, the causality
may be guaranteed also if the maximum-phase part of the RIR is taken
into account and the inversion may be done by least-squares approaches
or homomorphic filtering [MCH82, OS89, Mou94]. However, it depends on
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the specific application, whether the delay introduced is acceptable (cf. also
Section 4.4.1). Furthermore, zeros of the RIR close to the unit circle in
z-domain lead to deep dips in the corresponding RTF (cf. Figure 2.3 on
p. 12) which have to be compensated by high peaks in the transfer function
of the equalization filter, i.e. a high amount of energy has to be spent for
amplification of single frequencies.

The direct inversion of RIRs is only valid for the specific RIR for which an
equalizer is calculated for. Thus, it depends on the exact position of sound
source and sound pick-up. Unfortunately, it is very error-prone in relation to
changes in the acoustic environment. Spatial restrictions have been investi-
gated e.g. in [Mou85, RWK99, RWK00, GKMK08c], and it has been shown
that when inverting an RIR, small deviations in relation to the positions of
source and microphone lead to severe loss in quality (cf. also Section 4.4.2
for analysis of spatial robustness). To tackle this issue clustering of all pos-
sible RIRs by means of vector quantization has been proposed in [Mou94]
aiming at the inversion of the spatially closest RIR available. However, the
effort for measuring and grouping of all RIRs for any source-microphone
combination for each region is extremely high and, thus, impracticable. In
[MP91, HMK94, HMK97] the assumption is made that common acoustical
poles that correspond to resonance properties of a RTF will only change lit-
tle, when changing the positions of source and microphone. However, this
assumption does not hold for general case as described in [RWK00].

Another problem in practice is that many authors assume perfect knowl-
edge of the room impulse response to calculate the inverse. However in real
systems the RIR has to be identified either by gradient algorithms [EN89,
ZKN08, GKMK08d, GKMK08b] or by measuring [BA83, RV89b, Van94]
and, hence, usually the identified RIR differs from the true one. Therefore,
approaches that incorporate a regularization parameter in the filter design
[HDM07, GKMK08d] (cf. also Section 4.4.2), the use of a truncated sin-
gular value decomposition approach [NTSS04] or only partly inverting the
acoustic channel [KD12] have been proposed. Sections 4.4.2 and 4.5 of this
thesis will focus on the influence of non-perfect RIR estimates.

4.1.2 Multi-channel Inverse Filtering

Exploiting spatial diversity by using multiple loudspeakers and multiple
microphones can increase the performance of the equalizer as well as the
spatial robustness. For that reason the inverse filtering approach [NA79]
was extended in [MK86] to a single input multiple output (SIMO) system
using one loudspeaker and several reference microphones. By this, parallel
equalization for spatially separated microphone positions is achieved result-
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ing in higher spatial robustness [GKMK08c, GKMK08b]. In [MK88] this
approach is extended to multiple input single output (MISO) systems and
the general case of multiple input multiple output (MIMO) systems (cf. also
Section 4.4.3). For MIMO systems several loudspeakers and microphones
are placed at different spatial positions. This approach is known as multi-
ple input/output inverse theorem (MINT) and allows the exact inversion of
RIRs if the assumption holds that their z-transforms do not have common
zeros [MK88, Wan95]. However, exactly this requirement leads to problems
in practical systems because common RIRs have lengths of several thousand
coefficients and have thousands of zeros that are very close to each other
(cf. Figure 2.7 on page 17). Thus, the probability of joint or closely spaced
zeros is very high [GBN05, LGN06, KLN08].

4.1.3 Equalization

Methods for LRC that are based on minimum mean squared error (MMSE)
approaches are better suited for practical applications for dereverberation
[EN89, NOBH95, Ged98, KN99, KNHOb98, Fie01, GKMK08b]. They are
at least partly able to prevent the problems of the previously described
deconvolution approaches by means of direct RIR inversion. MMSE ap-
proaches minimize the Euclidean distance between a given desired system
and the overall impulse response of the concatenated system of RIR and
equalizer filter (cf. Section 4.4). The desired system usually is a delayed im-
pulse, band-pass or high-pass [GKMK08c] (cf. also Section 4.4.1 for a proper
choice of this delay). In [EN89], a concept for adaptive MMSE equalization
of several selected discrete points in space is presented.

The human auditory system is capable to jointly perceive the influence
of the first 50 ms of an IR. Energy arriving within 50 ms increases in-
telligibility of speech signals while energy that arrives later than 50 ms
decreases speech intelligibility [ISO97] since it is perceived as reverber-
ation. The definition measure D50 as defined in (A.1.1) is capable to
predict speech intelligibility by calculating the ratio of the energy of
an impulse response within the first 50 ms to its total energy. There-
fore, methods for RIR shortening to a limit of 50 ms are investigated in
[KM05c, KM05b] and are extended to the more general approach of RIR
shaping in [KM06, GKMK08c, MKM09b, MMK10]. Some of these ap-
proaches have been adapted from research in the field of mobile communica-
tions [FM73, Kam94, Mer99, SK00, AD01, Mer01, Sch01, WK03, Wüb06].
However, while typical radio channels can be modelled with a few coeffi-
cients [Kam08], typically several thousand coefficients are required for RIRs
[BDH+99]. Furthermore, for mobile communication systems assumptions
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about the signal statistics of the transmitted data like stationarity or Gaus-
sianity may be made [Wüb06] while speech signals are non-stationary and
highly correlated, in general. Furthermore, short-term statistics of speech
are unknown, in general [VM06]. A further problem of RIR shortening,
e.g. by simply optimizing objective measures such as the time-domain D50

measure, is that this procedure not necessarily leads to a better listen-
ing experience as reported in [KM05b], due to possible spectral distor-
tions [JMGM11]. Thus, masking effects of the human auditory system
[Fie01] should be considered that ensure a perceptually acceptable result
[MMK10, JMGM11]. Outside the influence-length of an equalization fil-
ter or an impulse-response shortening filter, an increase in energy that be-
comes annoyingly perceivable may occur [GAK+10, GAR+10b]. This is
due to the fact that late parts of the resulting equalized impulse response
are no longer covered by temporal masking of the human auditory system
[TO88, OT89, ZF99, Fie01, BMB01] and cause additional reverberation. A
shaping of the impulse response to its approximately exponentially decaying
character is, thus, preferable to the simple shortening [MMK10].

If perfect equalization of a given transfer function is desired, in other words
the overall transfer function has to result in a flat frequency response, deep
dips in the room transfer function caused by zeros close to the unit circle in
z-domain have to be compensated by large peaks in the equalizer’s trans-
fer function. Therefore, a large amount of energy has to be spent for the
equalization filter at those frequency points. Thus, e.g. [KNHOb98, KN99,
KRF99] proposed a regularization of the equalizer design to avoid unneces-
sarily high transmission power [HDM07, GKMK08d, KGD12a, KGD13b].

4.1.4 Dereverberation by Means of Spatial Filtering

Beamforming microphone arrays [MM80, GZ91, VM06] and their exten-
sions by multi-channel post-filters [e.g., BS01, SBM01, GMK06a, RGH+08a]
are common approaches to exploit spatial information by spatially sam-
pling a given sound field. They are commonly used for reduction of am-
bient noise, estimation of direction of arrival of a specific acoustic sig-
nal [e.g., KC76, Dob06, GRH+08, Roh08] or for reducing spatial inter-
ferences. Only signal components impinging from the assumed direction
of arrival are added in phase by beamformers, while signal components
from other directions are damped. Thus, besides the capability of micro-
phone arrays to spatially separate sound sources also a certain degree of
dereverberation can be achieved by beamforming and spatial post-filtering
[CMS96, AG97, GSO98, SLS01, DM01, BM03, HBCG09, HBG+09]. Beam-
forming is a robust method to dereverberate signals even in environments
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with high ambient noise since the transfer function of a beamformer can
be designed based on the desired direction of sound arrival only. Moreover,
common beamforming algorithms are easy to implement.

Most adaptive post-filters, which are capable to significantly improve the
noise reduction capabilities of conventional beamformers [SBM01] only
marginally contribute to dereverberation of a speech signal. Such algo-
rithms were originally evaluated in [ABB77] and [BC82] for a 2-microphone
setup. The reason for the poor capability to reduce reverberation is the
strong correlation of the signal parts arriving at the microphones via the
direct path and the early reflections of the RIR [CMS96, CMS98]. It should
be noted that the previous statement is restricted to the class of post-filters
evaluated in [ABB77] and [BC82] and that post-filters in general are ca-
pable to significantly contribute to dereverberation suppression if they are
designed accordingly [Hab07].

It should be mentioned here that beamforming approaches, unlike the dis-
cussion in previous sections, dereverberate the signal of the near-end speaker
that is picked up by the microphones. Thus, they aim at dereverberation
of the near-end speaker’s signal for the far-end listener. Since beamformers
rely on information about the direction of the desired source that is unknown
a priori and has to be estimated [e.g., KC76, Dob06, GRH+08, Roh08], they
can be considered as partly blind approaches.

4.1.5 Blind Dereverberation Approaches

Various approaches exist for the problem of blind dereverberation [AG97,
BM03, Hab07, Hab08, PN10], e.g. by changing the prediction error signal
[YM00, GB01c, BYR02, NG03, GA03] of a predictor filter or by exploiting
the harmonic structure of speech [NM03, TNK03, TNM06]. Blind derever-
beration is still a topic of active current research [Hab07, HCGS08, HE08,
PN10] and will not be within the scope of this thesis.

4.1.6 Combined Approaches for Dereverberation and
Suppression of other Disturbances

A 2-microphone system for joint suppression of echo, noise and reverberation
was proposed in [MV93, MV94]. For that purpose a filter for suppression of
noise and reverberation in the signal path is combined with a conventional
AEC filter (cf. Section 3.2). As already mentioned before, such post-filters
that were originally proposed for noise reduction only remove the uncorre-
lated parts of the reverberation [SBM01, GMK06b].
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Contributions [SKR03a, SKR03b, SBR04c, SBR04a, SBR04b, SRR05] pro-
pose an approach for room equalization in combination with wave-field
synthesis (WFS). This approach is extended in [BSKR02] to a system con-
sisting of acoustic echo canceller, beamformer and room equalization for
WFS [BdV93, SBR04c]. A further extension of the proposed WFS system
is described in [HBK04, BSK04] that provides the possibility to reduce the
number of AEC filter coefficients and, by this, exploits synergies between
the echo cancellation and the WFS sub-system.

Further work on combination of dereverberation and noise reduction can
be found in [DM01] and the combination of AEC and dereverberation sup-
pression is tackled e.g. in [Hab07, Hab08, HCGS08]. The combination of
AEC and LRC [GKMK07, GKMK08c, GKMK08b, GKMK08a, GKMK08d,
GKMK09, GXJ+11] will be main topic of this thesis and will be discussed
in Chapter 5.

4.2 Subjective and Objective Assessment of
Quality for LRC algorithms

Whenever signal processing strategies change a signal e.g. to enhance speech
quality, speech intelligibility, listening effort, etc., the question arises how to
assess the achieved enhancement. Among the given examples speech intel-
ligibility can be assessed by standardized listening tests [Wag03, WWB07].
However, an unambiguous rating for speech quality is much harder to obtain
since the perceived quality may depend heavily on the listener and his or
her subjective definition of a good quality. Generally, either subjective lis-
tening tests or technical measures can be applied to assess an enhancement.
In the following, the term subjective denotes all test methods that involve
subjects (human listeners) while quality assessment by means of techni-
cal measures is denoted by the term objective. During subjective listening
tests human listeners are asked for their preferences. These tests lead to
reliable assessment of quality if a large number of representatively chosen
subjects are interviewed and the test itself is set up properly. However,
subjective listening tests may depend on the experience of the subjects, are
time-consuming, and costly. Ideally, phonetically balanced speech mate-
rial produced by different speakers has to be used. Especially for national
and international standardization processes subjective listening tests lead
to huge efforts in terms of time and money. Thus, especially during devel-
opment of algorithms, technical measures are needed which at least should
give a basic idea of the amount of enhancement. Technical measures lead
to a reproducible rating and, thus, are called objective measures. Techni-
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cal measures may also be used as target functions for adaptive algorithms
[RHK06], however, this topic will not be addressed in this thesis. One major
goal of this section is to identify technical measures that assess algorithms
for LRC without subjective rating by humans, e.g. like the system distance
that is commonly used for objective rating of acoustic echo cancellation
algorithms (cf. Section 3.1). For LRC still not the one objective measure
exists and to find technical measures that lead to the same conclusions as
subjective rating, i.e. a high correlation between objective and subjective
ratings, is still subject to research.
A basic schematic for the identification of a proper enhancement measure is
depicted in Figure 4.4. Usually a distorted signal, which is the reverberant
signal in our case, is processed by an algorithm aiming at a certain enhance-
ment and leading to the equalized signal or equalized channel. As already
stated, the processed signal now either can be assessed by subjects or by an
objective measure. Some objective measures are not based on the output
signal of the algorithm but on the equalized impulse response or transfer
function (channel). Thus, objective measures are classified as signal-based
or channel-based in the remainder of this work.

distorted

equalizedequalized
signal or channel

signal

signal

signal

signal

processing

reference objective quality subjective quality
assessmentassessment

correlation coefficient rcorr

correlation
analysis

Figure 4.4: Quality assessment by means of subjective and objective testing.

If humans are asked for their opinion about the quality of a specific sound
sample they are able to assess the quality based on an internal reference.
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This reference is created throughout their life while listening to various
sounds and allows the subject to distinguish between good quality and bad
quality. However, most technical algorithms for objective quality assess-
ment need an additional reference, which usually is the undistorted signal.
Those measures are called intrusive measures while algorithms that perform
a rating without additional reference signal are called non-intrusive. Since
objective measures have to be determined that assess performance of dere-
verberation algorithms in the same manner as humans do, the correlation
between the subjective and objective ratings is determined for each objective
measure by the Pearson product-moment correlation coefficient (PPMCC)
[RN88]

rcorr =

∑

i(ai − ā)(bi − b̄)
√
∑

i(ai − ā)2
∑

i(bi − b̄)2
, (4.2.1)

where ai and bi are the subjective and objective ratings on a specific sound
sample and ā and b̄ the respective mean values.

While objective quality assessment for acoustic echo cancellation is quite
common and leads to easily interpretable results (cf. Section 3.1), a reliable
and meaningful quality assessment e.g. for noise reduction is already harder
to obtain, however possible [RHK06, Roh08]. While several commonly ac-
cepted quality measures exist to assess the performance of noise reduction al-
gorithms or acoustic echo cancellers, the assessment of dereverberation algo-
rithms is still an open issue and topic of current research [NG05, WGH+06,
WN06, Hab07, Loi07, WN07, FC08, Fal08, GAK+10, ARG10, GAR+10b].
Often quality measures for dereverberation are adopted from the research
field of noise reduction. To determine quality measures that meaningfully
assess quality of LRC algorithms, several measures that are assumed to be
capable to assess quality of LRC approaches are compared to subjective
ratings in the following. All measures can roughly be divided in two classes:
Measures that are based on the (i) impulse response or the transfer func-
tion of a system (channel-based measures) and (ii) measures that are based
on signals. Generally, for LRC algorithms as well the LRC filter’s impulse
response vector

cEQ =
[
cEQ,0, cEQ,1, ... , cEQ,LEQ−1

]T
(4.2.2)

of length LEQ as the RIR coefficient vector

h = [h0 , h1 , ... , hLh−1]
T

(4.2.3)
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of length Lh, and, hence, also the IR of the equalized system

v = [v0 , v1 , ... , vLv−1]
T

(4.2.4)

= HCM · cEQ (4.2.5)

of length Lv = Lh + LEQ − 1 are available during simulations. In (4.2.5)

HCM = convmtx{h,LEQ} (4.2.6)

=








h0 h1 . . . hLh−1 0

. . .
. . .

. . .
. . .

0 h0 h1 . . . hLh−1








T

(4.2.7)

denotes the channel convolution matrix of size Lh + LEQ − 1 × LEQ. It
will be shown in the following that measures based on RIRs lead to high
correlations with subjective rating, cf. also [GAK+10, GAR+10b].
However, if gradient algorithms (cf. [GKMK08b] and Section 4.5) are used to
avoid computational complex matrix inversions, e.g. as in (4.4.6), or to track
time-varying environments, or if the effect of the dereverberation algorithm
cannot be characterized in terms of an linear time-invariant (LTI) impulse
response, e.g. as in [GB99, YM00, Hab07], the necessary impulse responses
of the room or the filter may not be accessible or it may be inappropriate
to apply those measures [NGH10]. Such situations restrict the number of
applicable measures to those based on signals. Whenever a proper RIR is
not available, the objective rating has to rely on the signals only. In such
situation most technical measures fail to assess LRC algorithms. Only such
measures that apply a proper model of the human auditory system show
high correlations with subjective ratings.
The remainder of this section is organized as follows. Channel-based and
signal-based objective quality measures that are used in the literature to
assess the quality of LRC or reverberation suppression approaches are listed
in Tables 4.1 and 4.2, respectively.
A more detailed definition and discussion of these measures can be found
in Appendix A (cf. detailed references in Tables 4.1 and 4.2). To identify
measures that are highly correlated to subjective ratings of humans, sub-
jective listening tests are conducted that are described in Section 4.2.1 and
the corresponding correlation analysis is presented in Section 4.2.2.

4.2.1 Subjective Listening Tests

For the subjective listening tests, reverberant speech samples were calcu-
lated by first convolving room impulse responses generated by the image
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Acronym Objective Quality Measure Section (page)

D50, D80 Definition A.1.1 (p. 162)

C50, C80 Clarity Index A.1.2 (p. 163)

CT Center Time A.1.3 (p. 164)

DRR Direct to Reverberation Ratio A.1.4 (p. 165)

VAR Spectral Variance A.1.5 (p. 165)

SFM Spectral Flatness Measure A.1.6 (p. 167)

Table 4.1: Channel-based objective quality measures.

Acronym Objective Quality Measure Section (page)

SSRR Segmental Signal to Reverberation Ratio A.2.1 (p. 168)

FWSSRR Frequency Weighted SSRR A.2.2 (p. 169)

WSS Weighted Spectral Slope A.2.3 (p. 170)

ISD Itakura-Saito-Distance A.2.5 (p. 171)

CD Cepstral Distance A.2.5 (p. 172)

LAR Log Area Ratio A.2.5 (p. 172)

LLR Log Likelihood Ratio A.2.5 (p. 171)

LSD Log Spectral Distortion A.2.4 (p. 170)

BSD Bark Spektral Distortion A.2.6 (p. 172)

OMCR Objective Measure of Colouration in Reverberation A.2.6 (p. 184)

RDT Reberberation Dacay Tail Measure A.2.6 (p. 179)

SRMR Speech to Reverberation Modulation Energy Ratio A.2.6 (p. 186)

PSM, PSMt Perceptual Similarity Measure A.2.6 (p. 190)

PESQ Perceptual Evaluation of Speech Quality A.2.6 (p. 189)

Table 4.2: Signal-based objective quality measures.

method [AB79] for a room having a size of 6 m × 4 m × 2.6 m (length ×
width × height) with male and female utterances. Please note, that in addi-
tion to artificially generated RIRs also measured RIRs were used in parallel
and no dependancy on artificial vs. measured RIR could be identified for the
following results. Thus, only the results for artificially generated RIRs are
shown in the following. The distance between sound source and microphone
was approximately 0.8 m. Room reverberation times were approximately
τ60 ≈ {500, 1000} ms corresponding to normal and somewhat larger office
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environments. Within this thesis several LRC approaches will be discussed
in Sections 4.3 to 4.7 that have different impact on the processed signal.
Four different LRC approaches were chosen to be applied to the reverber-
ant speech samples that are named in Table 4.3. The LRC approaches will
be discussed later in Sections 4.3 to 4.7 in more detail.

Acronym Description of method

LS-EQ Least-squares equalizer according to (4.4.6)

WLS-EQ Weighted least-squares equalizer according to (4.6.9) with window
function according to (4.6.1), α = 0.8

ISwPP Impulse response shaping (IS) according to (4.7.6) with post-
processing (PP) (cf. Sec. 4.7.1) [KM06]

ISwINO Impulse response shaping (IS) with infinity-norm optimization (INO)
according to [MMK10]

Table 4.3: Different LRC approaches and the corresponding acronyms.

To generate the dereverberated speech samples that later were presented to
the subjects, the reverberant speech samples were convolved with the equal-
ization filters cEQ calculated by the different algorithms listed in Table 4.3.
Filter lengths of these equalizers were LEQ = {1024, 2048, 4096, 8192} at a
sampling rate of 8000 Hz.
From all generated speech samples, 21 audio samples were chosen which
represented a wide variety of acoustic conditions and possible distortions.
These audio samples had a length of 8 s and were scaled to have the same
root-mean-squares (RMS) value. Properties of the sound samples and the
selected systems are depicted in Appendix B and an audiovisual presentation
of the samples and the corresponding systems can be found in [GAR10a].
They were presented diotically to 24 normal-hearing listeners via head-
phones (Sennheiser HD650) in quiet and in random order. A graphical
user interface (GUI) for the subjective listeining test was developed based
on ITU recommendations [ITU96, ITU03] (with slight differences) asking
to assess the attributes reverberant, coloured/distorted, distant and overall
quality on a continuous 5-point mean opinion score (MOS) scale as shown
in Figure 4.5. Before the subjective test, the human listeners had to make
themselves familiar with the test material in a three-step training period.
First, all audio samples hat to be listened to in random order to build
internal references and anchors. After this, the listeners’ attention regard-
ing the dimensions reverberation and colouration was trained by presenting
the audio samples again ordered according to this dimensions as shown in
Figure 4.6.
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Figure 4.5: Speech quality evaluation of the first audio sample for the attributes
reverberant, coloured/distorted, distant and overall quality.

Figure 4.6: Training phase 2 aiming at distinction of two dimensions reverber-
ation and colouration.

After this, in a third training phase three different sound samples were
presented that were chosen to represent a sample of each, very good, medium
and very bad quality to generate internal anchors. After this training period
the 21 sound samples were presented. No further (hidden) anchors were used
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during the listening tests. Training and listening could be repeated as often
as desired. The subjective ratings of all sound samples will be presented in
Section 4.8 with focus of comparing the different LRC algorithms described
in the following Sections 4.4 to 4.7. In the following of this section, only an
analysis of the subjective test itself, the chosen attributes and the correlation
to objective quality measures will be presented.
For the algorithms under test, it was expected that attributes reverberant
and distant would lead to similar results. Since for LRC algorithms fre-
quency distortion is perceptually much more prominent than what usually
is understood as colouration, the listeners were asked to assess coloura-
tion/distortion as one spectral attribute. This leads to the fact that common
measures that were designed to assess colouration may not correlate well
to the subjective data. However, these distortions dominate the spectral
perception of subjective quality.

Attribute Coloured/distorted Distant Overall

Reverberant 0.44 0.91 0.94

Coloured/distorted - 0.29 0.66

Distant - - 0.86

Table 4.4: Inter-attribute correlations.

Table 4.4 shows the inter-attribute correlations for the given set of speech
samples. As expected, the attributes reverberant and distant show high
inter-attribute correlation although the attribute distant leads to a higher
inter quartile range (IQR) (cf. results in Section 4.8). Furthermore, the
correlation between the attributes overall quality and the attributes distant
as well as reverberant is high. Thus, the perceived audio quality is strongly
influenced by reverberation (including late reverberation).

4.2.2 Correlation Analysis

In the following the correlations between subjective ratings and objective
measures are presented. The correlations of subjective rating for the four at-
tributes and the channel-based objective measures are shown in Table 4.5
while correlations with signal-based objective measures are shown in Ta-
bles 4.6 and 4.7.
For each objective measure, correlations with the subjective ratings are
shown for the case that all LRC approaches of Section 4.3 are considered
(Method: All EQs) and for the case that only one LRC approach is used.
For the latter case no correlation was calculated for the impulse-response
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Measure Method Reverberant Col./dist. Distant Overall

All EQs -0.86 -0.63 -0.94 0.91

LS-EQ -0.71 -0.33 -0.79 0.79

WLS-EQ -0.94 -0.73 -0.99 0.98

D
5
0

ISwPP -0.94 -0.61 -0.94 0.93

All EQs -0.9 -0.5 -0.91 0.9

LS-EQ -0.73 -0.31 -0.82 0.82

WLS-EQ -0.94 -0.59 -0.98 0.93D
8
0

ISwPP -0.85 -0.55 -0.84 0.84

All EQs -0.93 -0.67 -0.94 0.94

LS-EQ -0.78 -0.32 -0.85 0.86

WLS-EQ -0.96 -0.76 -0.98 0.97C
5
0

ISwPP -0.98 -0.58 -0.96 0.93

All EQs -0.93 -0.61 -0.89 0.91

LS-EQ -0.8 -0.3 -0.86 0.88

WLS-EQ -0.98 -0.69 -0.99 0.96C
8
0

ISwPP -0.92 -0.54 -0.9 0.88

All EQs 0.85 0.61 0.93 -0.91

LS-EQ 0.91 0.29 0.94 -0.95

WLS-EQ 0.86 0.79 0.96 -0.97

C
T

ISwPP 0.97 0.67 0.98 -0.97

All EQs 0.24 -0.1 0.18 -0.13

LS-EQ -0.77 -0.33 -0.83 0.84

WLS-EQ -0.4 -0.86 -0.6 0.7D
R
R

ISwPP -0.25 -0.69 -0.27 0.36

All EQs -0.03 0.37 0.23 -0.16

LS-EQ 0.62 0.42 0.71 -0.69

WLS-EQ 0.69 0.81 0.84 -0.88V
A
R

ISwPP 0.6 0.46 0.61 -0.65

All EQs 0.13 -0.27 -0.13 0.05

LS-EQ -0.69 -0.38 -0.77 0.76

WLS-EQ -0.71 -0.82 -0.86 0.9S
F
M

ISwPP -0.88 -0.66 -0.88 0.91

Table 4.5: Correlations rcorr of mean opinion score (MOS) values of subjective
ratings and channel-based objective measures (maxima are indicated
in boldface).
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shaping approach based on infinity-norm optimization because the number
of sound samples was too low for a reliable correlation analysis. The highest
correlation for each attribute and approach is highlighted in boldface in the
tables.
The reason for additionally calculating correlations for each LRC approach
separately is exemplarily illustrated in Figure 4.7 for the spectral flatness
measure (SFM) (cf. also Appendix A.1.6).
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Figure 4.7: Correlations of subjective ratings (MOS for listening quality (sub-
jective), MOS-LQS) and spectral flatness measure (SFM) for all four
attributes.

The SFM shows much higher correlation to the MOS values of the sub-
jective test data when a single rather than all LRC approaches are con-
sidered. However, the time-domain channel-based measures in Table 4.5
show consistent correlations for all LRC approaches. The interested reader
is referred to Appendix C for an overview of all correlation patterns. It
can be seen from Table 4.5 that the time-domain channel-based objective
measures show high correlation with the subjective data for the attributes
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reverberation, distance and overall quality (with the exception of the DRR
measure). The frequency-domain channel-based measures VAR and SFM
show much lower correlation. However, as stated before, they may show
somewhat higher correlation for single LRC approaches such as SFM for
the WLS-EQ. In general, and this is also true for the signal-based mea-
sures (cf. Table 4.6), only low correlation was obtained with the attribute
coloured/distorted for all measures. An explanation for this finding may be
that the source-receiver distance for our experiment (0.8 m) is larger than
the critical distance (cf. Section 2.1.5, p. 15).
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Figure 4.8: VAR measure of (a) RIR hk and (b) equalized channel vk over
loudspeaker-microphone distance for different room reverberation
times (critical distances (cf. Section 2.1.5, p. 15) are indicated as
dashed vertical lines). Sub-figure (b) shows the VAR measure for an
equalized system using an LS-EQ with LEQ = 2048 at fs = 8 kHz.

To illustrate the dependency of the spectral measures on the distance be-
tween acoustic source and microphone, Figure 4.8 (a) depicts the variance
measure (cf. also Appendix A.1.5) over the source-microphone distance for
different room reverberation times τ60 = 200 ms ... 1200 ms. Additionally,
the respective critical distances of the RIRs are depicted as vertical lines.
The variance measure for the respective equalized channels is depicted in
panel (b) of Figure 4.8. It can be seen that the variance measure (cf. also
Appendix A.1.5) does not increase once it reaches its maximum value at
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about 31 dB in panel (a). These results are in consilience with the findings
in [Jet79, Hab07] where the maximum reachable variance was calculated to
be at about 31 dB for common RIRs [Jet79]. This point is approximately
reached at the critical distance as it is shown in Figure 4.8 (a).

Another reason for lower correlations for the spectral measures VAR
and SFM may be that they equally asses spectral peaks which are per-
ceived as being very annoying [KM06] and spectral dips that are com-
mon for RIRs and do not decrease the perceived quality to a great extent
[TO88, Buc81, Fry75]. Here, more research has to be undertaken to find
appropriate technical measures to asses frequency-domain quality criteria.

Tables 4.6 and 4.7 show the correlations of subjective ratings with signal-
based objective measures. Again the maxima for each attribute and each
class of LRC filters is highlited by bold letters jointly for Tables 4.6 and
4.7. It can be seen that the signal-based measures show lower correlation
to subjective data than the channel-based measures in general. The LPC-
based measures (cf. also Appendix A.2.5) outperform purely signal-based
measures like the SSRR. The analysis of SSRR in perceptually motivated
frequency bands, however, already significantly increases the correlation
with subjective ratings. By far, the highest correlations are obtained by the
measures PSM and PSMt that rely on auditory models. PSMt, in addition
to PSM, evaluates short-time behaviour of the correlations of internal sig-
nal representations and focuses on low correlations as it is done by human
listeners [HK06]. The auditory-model based measures show even higher cor-
relation than RDT, SRMR and OMCR although the latter were designed
to explicitly assess reverberation. The performance of RDT and OMCR
measures can be adjusted by changing internal parameters. By this, higher
correlation to the specific set of samples can be obtained. However, we
used standard values for these parameters given in the respective literature
[WN06, WN07]. Furthermore, it has to be emphasized that the attribute
colouration/distortion is most difficult to assess by objective measures at
least for the discussed LRC algorithms, since distortions are perceptually
relevant and measures like OMCR try to assess colouration effects only (the
same holds for SFM and the variance measure). They succeed in doing so
(cf. e.g. Figure A.21), but colouration alone is not well correlated to our
subjective data due to distortions like late echoes and pre-echoes which are
much more prominent than the colouration effect. All tested measures are
not capable to explicitly assess those influences and further development of
objective measures is required.

An example for such late echoes is shown in Figure 4.9. Although the
spectral characteristics are clearly enhanced (cf. panel (b)) and in time-
domain (cf. panel (a)) much energy of the impulse response is suppressed,
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Measure Method Reverberant Col./dist. Distant Overall

All EQs -0.33 -0.29 -0.43 0.4

LS-EQ -0.6 0.15 -0.65 0.67

WLS-EQ -0.8 -0.74 -0.83 0.8S
S
R
R

ISwPP -0.7 -0.34 -0.65 0.64

All EQs -0.44 -0.4 -0.57 0.55

LS-EQ -0.79 -0.04 -0.82 0.85

WLS-EQ -0.94 -0.78 -0.99 0.98

F
W

S
S
R
R

ISwPP -0.81 -0.46 -0.76 0.75

All EQs 0.6 0.58 0.76 -0.71

LS-EQ 0.79 0.44 0.87 -0.85

WLS-EQ 0.89 0.76 0.96 -0.98W
S
S

ISwPP 0.91 0.58 0.87 -0.86

All EQs 0.64 0.35 0.69 -0.68

LS-EQ 0.35 -0.44 0.36 -0.41

WLS-EQ 0.96 0.71 0.99 -0.98IS
D

ISwPP 0.7 0.37 0.67 -0.68

All EQs 0.63 0.41 0.7 -0.67

LS-EQ 0.45 -0.37 0.48 -0.52

WLS-EQ 0.89 0.81 0.94 -0.93

C
D

ISwPP 0.8 0.42 0.75 -0.73

All EQs 0.52 0.38 0.61 -0.59

LS-EQ 0.33 -0.5 0.36 -0.42

WLS-EQ 0.93 0.78 0.99 -0.98L
A
R

ISwPP 0.75 0.39 0.7 -0.69

All EQs 0.66 0.43 0.75 -0.71

LS-EQ 0.47 -0.36 0.5 -0.54

WLS-EQ 0.89 0.85 0.96 -0.96L
L
R

ISwPP 0.84 0.45 0.8 -0.78

All EQs 0.74 0.48 0.81 -0.78

LS-EQ 0.75 0.07 0.81 -0.83

WLS-EQ 0.87 0.83 0.92 -0.92L
S
D

ISwPP 0.87 0.5 0.83 -0.82

Table 4.6: Correlations rcorr of MOS values of subjective ratings and signal-
based objective measures (maxima of signal-based measures in Ta-
bles 4.6 and 4.7 are indicated in boldface).
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Measure Method Reverberant Col./dist. Distant Overall

All EQs 0.04 0.3 0.24 -0.2

LS-EQ 0.53 0.47 0.63 -0.6

WLS-EQ 0.85 0.64 0.94 -0.94B
S
D

ISwPP 0.91 0.64 0.93 -0.94

All EQs 0.05 0.13 0.03 0.05

LS-EQ 0.52 0.83 0.62 0.54

WLS-EQ 0.63 0.23 0.64 0.65O
M

C
R

ISwPP 0.16 0.45 0.24 0.26

All EQs 0.67 0.51 0.79 -0.75

LS-EQ 0.69 0.43 0.78 -0.77

WLS-EQ 0.81 0.74 0.88 -0.93R
D
T

ISwPP 0.94 0.57 0.92 -0.9

All EQs -0.53 -0.24 -0.59 0.51

LS-EQ -0.44 0.15 -0.51 0.54

WLS-EQ -0.75 -0.88 -0.73 0.8S
R
M

R

ISwPP -0.78 -0.45 -0.72 0.69

All EQs -0.8 -0.63 -0.9 0.87

LS-EQ -0.84 -0.64 -0.9 0.88

WLS-EQ -0.84 -0.83 -0.92 0.97P
S
M

ISwPP -0.98 -0.65 -0.96 0.94

All EQs -0.91 -0.61 -0.95 0.94

LS-EQ -0.89 -0.56 -0.96 0.92

WLS-EQ -0.9 -0.76 -0.96 0.98P
S
M

t

ISwPP -0.98 -0.79 -0.97 0.96

All EQs -0.6 -0.35 -0.69 0.63

LS-EQ -0.47 0.35 -0.5 0.55

WLS-EQ -0.84 -0.77 -0.9 0.87P
E
S
Q

ISwPP -0.89 -0.46 -0.85 0.82

Table 4.7: Correlations rcorr of MOS values of subjective ratings and signal-
based objective measures (maxima of signal-based measures in Ta-
bles 4.6 and 4.7 are indicated in boldface).

a high amount of late reverberation occurs after sample 5000 that is small
in amplitude but perpetually relevant since the temporal masking effect of
the main peak is less distinct for those late taps.
Figure 4.9 (c) depicts the subjective rating for the given system in Figure 4.9
(a) and (b). It clearly shows that a high amount of reverberation is perceived
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Figure 4.9: (a) RIR (τ60 ≈ 1 s) and equalized system in time-domain (LRC filter
length was 8192 samples), (b) corresponding transfer functions, (c)
subjective rating for equalized system in (a), (b).

by the subjects as well as relatively high spectral colouration/distortion
given the fact that the transfer function is clearly enhanced compared to the
unprocessed room transfer function. Furthermore, depending on the delay
that is introduced by the equalizer, perceptually disturbing pre-echoes occur
as observable in Figure 4.9 (a). None of the tested measures is capable to
explicitly assess those influences. Thus, development of a measure capable
to assess the described affects would be valuable future work.

In general, it can be stated from the previous analysis that objective qual-
ity measures based on the impulse response (like the common C50 measure)
show much higher correlation between objective and subjective data than
most of the tested measures that are based on the signals only. However, if
impulse responses are not properly accessible, e.g. as for blind dereverber-
ation algorithms, measures that incorporate sophisticated auditory models
should be used for quality assessment. The so-called perceptual similarity
measure PSM showed highest correlations to the subjective data.

4.3 Listening-Room Compensation

The general setup for single-channel listening-room compensation (LRC)
was already depicted in Figure 4.3 on page 64. A more general setup for an
arbitrary number of J source channels, P loudspeakers and Q microphones
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is shown in Figure 4.10. Here, PQ RIRs between the loudspeakers and
the microphones are equalized by JP filters preceding the loudspeakers.

ts
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Figure 4.10: Multi-Channel setup for listening-room compensation.

A number of J ≥ 1 source channels is e.g. used for the so-called cross-
talk-cancellation algorithms (cf. e.g. [YHC07, KM07]) where the number of
source signals J usually equals the number of the reference microphones Q
to achieve reproduction of every channel of sf [k] at one microphone. This is
e.g. needed for binaural sound reproduction without using headphones. For
this thesis the number of source channels is restricted to J = 1. Thus, the
aim of the equalizer is reconstruction of a single-channel non-reverberant
speech signal sf [k] at the Q positions of the reference microphones using P
loudspeakers.

An increased number of reference positions Q leads to an increased spatial
robustness of the equalization system (cf. Section 4.4.2). If the number
of loudspeakers P is greater than the number of microphones Q spatial
diversity can be exploited which leads to a better equalization.

4.4 Least-Squares Equalization

Equalization concepts are widely used in the field of mobile communica-
tions. Here, a transfer system consisting of a transmitter, transmission line
(channel) and receiver is considered. The influence of the channel on the
transmitted data is compensated by an equalization filter which is often
located at the receiving end. As stated before, for an LRC scenario, the
equalizer has to be placed in front of the transmission channel (in this case
the room which is described by the RIR).
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4.4.1 Single Channel LS-Equalizer

An equalization scheme which aims at minimizing the Euclidean distance
between the overall system of the concatenation of RIR and equalizer to
a desired system d[k] is depicted in Figure 4.11. The equalization filter
tries to reduce the influence of the RIR at the position of the reference
microphone where the human user is assumed to be located. Thus, the
goal of LRC is that differences between the signal y[k], which a human lis-
tener at the position of the reference microphone perceives, and the original
unreverberated signal sf [k] should be minimized.

-

+

eEQ[k]

cEQ

d

h
s[k] x[k] y[k]

ŷ[k]

acoustic environment

Figure 4.11: Least-squares equalizer for listening-room compensation.

From Figure 4.11 the error signal which has to be minimized in the MMSE
sense can be calculated as

eEQ[k] = sT [k]HCMcEQ − sT [k]d (4.4.1)

with cEQ and HCM being the coefficient vector of the equalizer and the
convolution matrix of the RIR as defined in (4.2.2) and (4.2.7), respectively.
The input signal vector

s[k] = [s[k], s[k − 1], s[k − Lh − LEQ + 2]]
T

(4.4.2)

and the coefficient vector of the desired system

d = [ 0, ..., 0
︸ ︷︷ ︸

k̃0

, d0, ..., d⌊Ld/2⌋, ..., dLd−1, 0, ..., 0
︸ ︷︷ ︸

Lh+LEQ−1−Ld−k̃0

]T (4.4.3)

are of length Lh + LEQ − 1. The lengths of the RIR, the LRC filter and
the desired system vector d are denoted by Lh, LEQ and Ld, respectively.
The desired system d usually is chosen as a delayed unit impulse, a delayed
band pass or a delayed high pass as exemplarily shown in Figure 4.12
in time- and frequency-domain. Perfect equalization is achieved by the
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(delayed) unit impulse shown in the left panels of Figure 4.12. However,
since real-world hardware like loudspeakers and microphones usually does
not have perfectly flat transfer characteristics especially in very low and high
frequency ranges a frequency response correction in this frequency ranges
would unnecessarily boost filter coefficient and signal energy. Therefore, the
delayed high pass or band pass systems in Figure 4.12 may be more suitable
for real-world systems.
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Figure 4.12: Possible desired system vectors for the EQ design. Delayed unit
impulse d1, delayed band-pass d2 and high pass d3 (40th order
FIR filters with band limits at 200 Hz and 3700 Hz at sampling
frequency of fs = 8 kHz) and the respective frequency-domain
representations (lower panels).

The delay introduced by the equalizer is denoted as k0. It corresponds
directly to the position of the one for the delayed impulse. For desired
systems of length Ld > 1 the delay k0 corresponds to the middle position
of the desired system k0 = k̃0 + ⌊Ld/2⌋.
Minimization of E

{
e2EQ[k]

}
by solvoing

∂E{e2EQ[k]}
∂cT

EQ

!
= 0 leads to

cEQ =
(

HT
CMRss[k]HCM

)−1

HT
CMRss[k]d (4.4.4)

with Rss[k] = E
{
s[k]sT [k]

}
being the covariance matrix of the input signal

of size Lh+LEQ−1×Lh+LEQ−1. With the assumption of a white Gaussian
input signal,

Rss[k] = I, (4.4.5)
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the well-known least-squares equalizer is obtained.

cEQ =
(

HT
CMHCM

)−1

HT
CMd

cEQ = H+
CMd (4.4.6)

In (4.4.6), H+
CM denotes the Moore-Penrose pseudoinverse of the channel

convolution matrix. Equalization results of the LS equalizer according to
(4.4.6) are examplarily shown in Figure 4.13. Panel (a) of Figure 4.13
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Figure 4.13: (a) RIRs with τ60 = 100 ms and 400 ms, (b) corresponding transfer
functions in dB, (c) equalized impulse responses for filter length:
LEQ = 256, (d) corresponding transfer functions in dB, (e) equal-
ized impulse responses for filter length LEQ = 1024, (f) correspond-
ing transfer functions in dB. Sampling rate: fs = 8 kHz.

shows two RIRs characterized by reverberation times of τ60 = 100 ms and
τ60 = 400 ms and panel (b) the corresponding RTFs. Panels (c) and (d)
show the equalized IRs in dB and the corresponding transfer functions (TFs)
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in dB after least-squares (LS) equalization using an filter of length LEQ =
256, respectively. Panels (e) and (f) show the same results for an equalizer of
length LEQ = 1024. It can be seen that the targeted high pass characteristic
is archived more easily for RIRs with shorter reverberation time and that
even for high LRC filter orders and relatively short reverberation times
perfect equalization is not achieved by the filter. Furthermore, the natural
shape of RIRs, i.e. the linear decay in logarithmic time-domain, has been
changed and due to the delay k0 introduced by the LRC filter a certain
amount of energy of the equalized IR occurs in front of the main peak that
may be perceived as pre-echo or pre-ringing.

Estimation of the Equalizer Delay

Many contributions in the literature suggest to use a good guess for the de-
lay k0 which has to be introduced in least-squares equalization approaches
to achieve a maximum amount of dereverberation. In general, the decision
how to choose this delay in an optimum way is not easy since a mathemat-
ical relation between delay k0 and optimum LRC performance is unknown
and even the definition of a proper target function is difficult since psy-
choacoustic properties regarding the perception of pre-echoes would have to
be considered additionally to a purely mathematical optimization. Despite
this problems, some experiments will be accomplished in the following to
obtain a proper LRC filter delay, since designing one LRC filter for each
possible delay and choosing the best one of course is not practically feasi-
ble. Therefore, the dependence of the optimum equalizer delay of differ-
ent measures characterizing RIRs will be evaluated in the following, since
the equalizer performance depends on the specific RIR h that has to be
equalized. The performance of the LRC filter will be assessed by means
of the bark spectral distortion (BSD) measure [WSG92] (cf. (A.2.30)) and
the signal-to-reverberation-ratio-enhancement (SRRE) [GKMK08d, NG05]
(cf. (A.2.2)) in the following. The LRC filter performance and, thus, both
measures depend on (i) the specific RIR to be equalized h, (ii) the LRC
filter order LEQ, and (iii) the chosen equalizer delay k0.
To find a general rule for an optimum delay k0,opt the equalizer delay k0 in
(4.4.3) which leads to a minimum achievable BSD for a given RIR

k0,opt,BSD = argmin
k0

{BSD(h,LEQ, k0)} (4.4.7)

and the equalizer delay which leads to a maximum SRRE in (4.4.3)

k0,opt,SRRE = argmax
k0

{SRRE(h,LEQ, k0)} (4.4.8)
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are calculated for various RIRs and LRC filter orders. Please note, that a
small BSD indicates a good performance while for the SRRE a high value
indicates good performance.

A set of 270 different RIRs characterized by room reverberation times rang-
ing from τ60 = 50 ms to τ60 = 1200 ms was generated for this evalua-
tion by taking (i) artificially simulated RIRs generated by the so-called
image method [AB79], (ii) RIRs measured using the sweep-sine method
[MM01], (iii) RIRs taken from the MARDY database [WGH+06], and (iv)
RIRs modelled by an exponentially damped Gaussian noise according to
(2.1.2). The optimum delays defined by the maximum SRRE and the min-
imum BSD were calculated for each RIR and for the LRC filter orders
LEQ = {256, 512, 1024}. Please note, that both measures (BSD and SRRE)
lead to similar optimum delays for all RIRs and LRC filter lengths tested
(k0,opt,BSD ≈ k0,opt,SRRE ∀h,LEQ).
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Figure 4.14: (a) RIR with reverberation times of τ60 = 500 ms and it’s central
time (CT) (cf. (A.1.6)) in samples. (b) RIR with τ60 = 1 s and it’s
CT. (c) equalizer performance in dependence of delay k0 of the
desired system for different equalizer filter lengths LEQ and RIRs
(a) (thicker black lines) and (b) (thinner grey lines).
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Figure 4.14 exemplarily shows the SRRE in panel (c) in dependence of
the delay k0 and different LRC filter orders for the two RIRs h1 and h2

that are depicted in panels (a) and (b). The dotted vertical lines indicate
the central times (CTs) (cf. (A.1.6)) of the two RIRs.
The LRC filter performance is shown for the different equalizer lengths
LEQ = {256, 512, 1024} by solid lines, dashed lines and dash-dotted lines,
respectively. Thicker black lines show the LRC filter performance if the RIR
h1 is equalized and thinner grey lines show performance for equalization of
h2. It can be clearly seen from Figure 4.14 (c) that the equalizer perfor-
mance depends on the LRC filter delay k0 and that a certain optimum exists
that depends on the RIR to be equalized.
To find a parameter that may indicate how to choose k0, the correlation
between different measures describing the RIRs and the corresponding op-
timum LRC filter delays k0,opt are analyzed in the following. Six objec-
tive measures characterizing an RIR were, thus, calculated for each of the
270 RIRs, i.e. reverberation time τ60, the delay of direct path of the RIR
khmax

= argmaxk{|h|}, direct-path-to-reverberation-ratio (DRR) accord-
ing to (A.1.7), definition D50 according to (A.1.1), clarity index (CI) C80

according to (A.1.5), and the central time (CT) according to (A.1.6).
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Figure 4.15: Correlation between central time (CT) and optimum equalizer de-
lay given by the minimum of the BSD (left) and maximum of the
SRRE (right) for an equalizer length of LEQ = 1024.

Figure 4.15 exemplarily shows the CT for all 270 RIRs over the optimum
equalizer delays k0,opt,BSD (left panel) and k0,opt,SRRE (right panel). Cor-
relations (PPMCCs) are rcorr = 0.89 and rcorr = 0.84 for BSD and SRRE,
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respectively.
Table 4.8 summarizes the Pearson product-moment correlation coefficients
(PPMCCs) according to (4.2.1) between the different measures character-
izing the RIRs and k0,opt,BSD and Table 4.9 the respective correlations
between the different measures characterizing the RIRs and k0,opt,SRRE.

PPMCC rcorr between k0,opt,BSD and ...

LEQ τ60 khmax DRR D50 C80 CT

256 0.37 0.84 0.84 0.37 0.56 0.82

512 0.39 0.70 0.74 0.23 0.58 0.75

1024 0.53 0.66 0.80 0.11 0.63 0.89

Table 4.8: Correlation coefficients rcorr between optimum equalizer delay accord-
ing to minimum BSD and RIR properties for varying equalizer length.

PPMCC rcorr between k0,opt,SRRE and ...

LEQ τ60 khmax DRR D50 C80 CT

256 0.28 0.89 0.86 0.47 0.49 0.80

512 0.39 0.78 0.85 0.30 0.57 0.85

1024 0.36 0.74 0.83 0.27 0.50 0.84

Table 4.9: Correlation coefficients rcorr between optimum equalizer delay ac-
cording to maximum SRRE and RIR properties for varying equalizer
length.

The highest correlations are indicated by bold letters in Tables 4.8 and 4.9.
It can be seen that the central time (CT) seems to be a good indicator for
the optimum equalizer delay k0,opt for both, BSD and SRRE, especially for
higher LRC filter orders. The somewhat lower correlation for short equal-
izer lengths in Tables 4.8 and 4.9 can be explained by taking a closer look
at Figure 4.14. If the CT is greater than the equalizer length, the equalizer
may not be capable to introduce the desired delay. Hence, the LRC filter
delay should be chosen as

k̂0,opt = min{CT,LEQ}. (4.4.9)
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Using the criterion in (4.4.9) to determine the equalizer delay leads to 94.4%
of the performance that is achieved if the optimum delay k0 that maximizes
SRRE and minimizes BSD would be perfectly known a priori for the given
test corpus of the 270 RIRs (90.5% is achieved if the CT is used directly as
a criterion for determining k0,opt).

In real-world systems the delay k0 has to be chosen without a priori infor-
mation about the RIR. The RIR is unknown and, due to this, also it’s CT
is unknown. A method to obtain CT without identification of the whole
RIR was described in [GKMK09]. With the assumption that the RIR can
be modelled by the stochastic RIR model described in Section 2.1.3 the
PDP of the RIR model (cf. Figure 2.5 on page 14) can be calculated with
the knowledge of reverberation time τ60 and initial delay kinit using (2.1.2)
and (2.1.3). Both parameters can be obtained by identifying only the very
first part of the RIR by means of an acoustic echo canceller. By this, the
initial delay kinit is directly obtained by the major peak of the AEC fil-
ter and the reverberation time can be obtained from least-squares fitting
of the AEC decay [GKMK09, SRHE09, SGR+11]. The CT can then be
calculated from the RIR model (2.1.2). Please note that estimates of the
room reverberation time τ60 and of the initial RIR delay kinit have to be
calculated only once for a specific room, since they do not vary too much
for different spatial positions. The length of the AEC can be restricted to
a few taps since only the position of the initial RIR coefficients is needed
to fit the power delay profile by a least-squares approach [SRHE09]. Thus,
the AEC will converge extremely fast and has a very low computational
complexity. While identification of the initial delay is quite robust the
least-squares fitting to obtain τ60 may also be replaced by different meth-
ods for blind reverberation time estimation known in the literature [e.g.,
RJW+03, SRHE09, LV08, CLD01, SGR+11] to increase robustness.

Switching of the LRC filter delay while the system is running is possible,
e.g. in case that the estimate of the optimum delay is only available after a
certain period needed for estimation, as it is visualized in Figure 4.16. The
convergence of an LRC filter of length LEQ = 1024 updated by the so-called
decoupled filtered-X least mean square (dFxLMS) algorithm [GKMK08b]
(cf. Section 4.5.3) is shown in Figure 4.16. It compares the LRC filter
convergence for the case of perfect knowledge of the best possible delay k0
(upper curve) to the case that a poor guess was made for the delay (lower
curve). The solid curve in the middle shows the convergence behavior if the
equalizer delay is switched at about 1.5 seconds from the poor guess to the
proposed estimate according to (4.4.9).
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Figure 4.16: Performance comparison of equalizers using different delays k0 in
terms of SRRE.

4.4.2 Robustness Issues

As already mentioned, single-channel RIR equalization is not straightfor-
ward since

(i) the length Lh of the RIR to be equalized usually exceeds several thou-
sand taps [BDH+99, Kut00] as depicted in Figure 2.6 on p. 16;

(ii) RIRs are mixed-phase systems [NA79] as depicted in Figure 2.7 and,
therefore, direct inversion does not lead to a stable causal solution;

(iii) the average difference between maxima and minima in RTFs typically
exceeds 10-20 dB [RWK00, Kut00] as depicted in Figure 2.3 and RTFs
contain spectral nulls that, after equalization, give strong peaks in the
LRC filter’s transfer function causing narrow band noise amplification;

(iv) equalization filters designed from inaccurate RIR estimates will cause
distortion in the equalized signal [RWK00].

The abovementioned problem (iii) is visualized in Figure 4.17. Panel (a)
shows an RTF (τ60 ≈ 300 ms) and panel (b) shows a cut-out of the frequency
range 2100 Hz to 2500 Hz of the same RTF (solid grey line), the correspond-
ing TF of the LRC filter (dashed line) and the equalized TF (thick solid
black line). The dips in the RTF are compensated for by large peaks in the
equalizer’s TF to achieve an overall flat spectrum of the equalized system
(see e.g. around 2300 Hz in Figure 4.17 (b)). In such areas noise which is
usually introduced at the microphone may be strongly amplified.
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Figure 4.17: (a) Common room transfer function (RTF) (reverberation time
τ60 ≈ 300 ms) (b) RTF, corresponding LRC filter transfer function
and equalized system.

Problem (iv), i.e. mismatch between the true RIR h, which is generally
unknown in real-world systems, and the RIR estimate ĥ may lead to a
severe degradation of the LRC performance.

+cEQ

ĥ

h

h̃

hns

sf [k] y[k]x[k]

Acoustic environment

near- end user

Figure 4.18: Visualization of RIR mismatch. The RIR h can be split into a part
which is correctly identified ĥ and the system misalignment h̃. A
further error for the equalizer is introduced by the fact that the
RIR to the reference microphone h may be different from the RIR
to the near-end user hns due to spatial mismatch.
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The two main reasons for mismatch are visualized in Figure 4.18, i.e. the
error introduced to the equalizer due to the fact that the filter is designed
for the RIR between loudspeaker and microphone h and not for the RIR
between loudspeaker and the ear(s) of the user hns,

h̃
′
= hns − h, (4.4.10)

(spatial mismatch) and the estimation error h̃ = h − ĥ introduced by im-
perfect identification of h as defined in (3.1.1). Both errors can be combined
to

h̃
′
= hns −

(

h̃+ ĥ
)

. (4.4.11)
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Figure 4.19: Robustness of LRC. (a) RTF and equalized TF without mismatch.
(b) RTF and equalized TF with spatial mismatch of ≈ 10 cm.

The performance degradation that occurs without countermeasures is ex-
emplarily shown in Figure 4.19. Panel (a) shows an RTF in light grey

and the corresponding equalized TF without mismatch in black, i.e. h̃
′
= 0,

and panel (b) shows the same RTF and an equalized TF that was calcu-
lated with spatial mismatch of ≈ 10 cm, i.e. the position of the listener

was at ≈ 10 cm distance from the reference microphone and, thus, h̃
′ 6= 0.

It can be clearly seen that mismatch between the correct RIR that has to
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be equalized and the identified one may lead to severe distortions in the
equalized impulse response and the corresponding transfer function.

Robustness regarding spatial mismatch can be increased by multi-channel
approaches [Mou85, RWK99, RWK00, GKMK08c] and will be tackled in
the following section. The influence of RIR estimation errors [ZGN08,
GKMK08d, GKMK08b] will be topic of Chapter 5.

4.4.3 MIMO LS-Equalizer

The previously described problems can be partly tackled by the extension
to a multiple input multiple output (MIMO) system [MK88] as depicted in
Figure 4.20. Multi-channel LRC is superior to single-channel LRC due
to the following reasons: (i) If spatial diversity can be exploited by the
use of multiple loudspeakers perfect inversion may be possible [MK88] by
exploiting the so-called multiple input/output inverse theorem (MINT) if
the RIRs do not have common zeros in the z-domain. (ii) Multi-microphone
systems increase spatial robustness compared to single-channel LRC systems
[GKMK08d].

Room Impulse
Responses

Listening Room
Compensation

Acoustical Environment

eEQ[k]

cEQ

d

H

-

sf [k]

x[k]

y[k]

ŷ[k]

P

P

Q

Q

Q

Q

1

1
1

Figure 4.20: Multi-channel sound reproduction system.

Derivation of the MIMO LS-equalizer is straightforward by minimizing the
Euclidean distance between the concatenated overall system of LRC filters
and RIRs HCMcEQ and the desired target systems d.

ĉEQ = argmin
cEQ

||HCMcEQ − d||2 (4.4.12)
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Solving (4.4.12) in the same way as in Section 4.4.1 leads to

cEQ = H+
CMd (4.4.13)

with the following vector and matrix definitions:

cEQ =
[
cTEQ,1, c

T
EQ,2, ... , c

T
EQ,P

]T
(4.4.14)

cEQ,p =
[
cEQ,p,0, cEQ,p,1, ... , cEQ,p,LEQ−1

]T
(4.4.15)

HCM =








HCM,11 · · · HCM,P1

...
. . .

...

HCM,1Q · · · HCM,PQ








(4.4.16)

HCM,pq = convmtx
{

hTpq,LEQ

}

(4.4.17)

hpq = [hpq,0,hpq,1, ...,hpq,Lh−1]
T

(4.4.18)

d =
[

dT1 , d
T
2 , ... , d

T
Q

]T

(4.4.19)

dq = [ 0, ..., 0
︸ ︷︷ ︸

k̃0,q

, d0, d1, ..., dLd−1, 0, ..., 0
︸ ︷︷ ︸

Lh+LEQ−1−Ld−k̃0,q

]T . (4.4.20)

The stacked coefficient vector of the LRC filter(s) and the channel convolu-
tion matrix of size Q(Lh+LEQ−1)×PLEQ built from the RIR coefficients
are denoted by cEQ and HCM, respectively. Channel matrix HCM is com-
posed of single input single output (SISO) sub-matrices HCM,pq as defined
in (4.2.7). For each microphone position an individual desired system may
be defined in dq, e.g. to compensate for different delays due to different
sound transmission times. Differing delays for different channels q can be
advantageous if the theoretical delay differences between loudspeakers and
microphones are known from the geometry [EN89].

Multiple Loudspeakers (MISO LRC)

If more reproduction channels are available as depicted in Figure 4.21,
exact equalization is possible using Bezout’s theorem [MK88, YHC05]. The
following MISO equalization was introduced in [MK86, MK88] as the mul-
tiple input/output inverse theorem (MINT). Given a set of P RTFs H(z)
in the z-domain which do not have common zeros, a set of filters CEQ(z)
can be found such that [GTN07, HDM07, MK88]

P∑

p=1

Hp(z)CEQ,p(z) = 1. (4.4.21)
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Figure 4.21: Multi-channel setup for listening-room compensation and AEC.

As shown in Figure 4.22, a nearly perfect equalization can be achieved
using multiple loudspeakers. Panels (e) and (f) show the performance of an
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panels (e) and (f), respectively.
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LRC system in time-domain (left panels) and in frequency-domain (right
panels) for P = 2 loudspeakers and Q = 1 microphone. The equalized
system v = v1 + v2 (cf. (4.2.5) on p. 72) is very close to the desired high-
pass chosen for d. If the results are compared to the performance of one
single LRC filter, the equalization is much better as it is visible from panels
(a) and (b) for RIR h1 as well as panels (c) and (d) for RIR h2. Please
note that for the two channel LRC filter only half of the filter coefficients is
used in each channel for a fair comparison
For the results in Figure 4.22 knowledge of the true RIR is assumed which in
real-world systems is unknown or at least erroneously estimated. Although
much better equalization can be achieved by exploiting spatial diversity
using multiple loudspeakers, robustness in terms of estimation errors de-
creases. Furthermore, channel identification for multi-source systems may
not have a unique solution, in general, which is known as the stereo-problem
of acoustic echo cancellation [BMS98b] and which can be easily seen from
the error signal of a stereo AEC filter

||eAEC[k]||2 = ||xT1 [k](h1 − cAEC1
) + xT2 [k](h2 − cAEC2

)||2 (4.4.22)

as visualized in Figure 4.23.

eAEC[k]

cAEC1

cAEC2

h1

h2

x1[k]

x2[k]

Near-end room

Figure 4.23: 2-channel system identification by AEC filters.

Several solutions exist to minimize (4.4.22) besides the desired solution
cAEC,1 = h1 and cAEC,2 = h2. Approaches for better system identifica-
tion in case of multiple loudspeakers have been proposed, e.g. decorrelation
of the loudspeaker signals, such as adding (masked) uncorrelated noise, non-
linear processing, etc [BMS98b]. However, the system identification perfor-
mance of multi-loudspeaker AEC systems is not sufficient for an equalizer
relying on this information as it is illustrated in Figure 4.24. While panels
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Figure 4.24: AEC Stereo-Problem for multi-channel (MISO) equalization of
room impulse responses. Room reverberation time is τ60 = 250 ms,
RIR length is Lh = 2048 and EQ length is LEQ = 1024.

(e) and (f) of Figure 4.22 show the equalization results for correct system
identification cAEC,1 = h1[k] and cAEC,2[k] = h2, Figure 4.24 shows results
for cAEC,1 = h1 + n and cAEC,2 = h2 − n. Since the same disturbance
vector n was used, ||eAEC[k]||2 in (4.4.22) still equals zero. Figure 4.24
shows that inversion fails even if the disturbance n is of very low power.
Since estimation errors always occur during filter convergence and while
tracking of time-variant RIRs and due to the so-called tail-effect of stereo
acoustic echo cancellation, multi-loudspeaker system inversion is often not
sufficiently robust to be used in quickly changing real-world systems.

Multiple Microphones (SIMO LRC)

Spatial robustness can be increased by using multiple microphones as de-
picted in Figure 4.25.
The LRC filter in Figure 4.25 aims at equalization of the RIRs to all refer-
ence microphones and, by this, at a mean equalization for different spatial
positions. For the following simulations a microphone geometry as depicted
in Figure 4.26 was chosen.
In Figure 4.27, the LRC filter is designed for a single loudspeaker system
(P = 1) and for Q ∈ {1, 12, 28} reference microphones lying on a rectangle
in the center of the specific panel. The room dimensions are (5.6 m x 4.375 m
x 3.5 m) and the loudspeaker position is at (1.7 m, 2.0 m, 1.0 m).
It can be seen that the use of multiple microphones increases spatial robust-
ness while the maximum achievable SRR enhancement decreases slightly
from 14.8 dB to 12 dB. This is due to the fact that a multi-microphone
LRC system leads to a mean equalization for the given spatial positions of
the reference microphones.
Taking a closer look at the equalized systems for SIMO channels that are
depicted in Figure 4.28 reveals that joint equalization of several RIRs
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Figure 4.25: Multi-channel setup for listening-room compensation.

Figure 4.26: Example for Q = 12 microphones placed on a rectangle.
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Figure 4.27: Spatial robustness of LRC filter in terms of SRRE as a function of
the location for P = 1 loudspeaker and varying number of micro-
phones. (a) 1 reference microphone, (b) 12 reference microphones,
and (c) 28 reference microphones.

by means of one single LRC filter may not be possible especially in higher
frequency regions. Panels (a)-(d) of Figure 4.28 show two RIRs h{1,2} and
the corresponding RTFs h{1,2} in grey as well as the corresponding equal-
ized systems v{1,2},ind = HCM,{1,2}cEQ,{1,2},ind and v{1,2},ind in black in
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time- and frequency-domain, respectively, for the case that an individual
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LRC filter cEQ,{1,2},ind is designed for each RIR. Panels (e)-(h) of Fig-
ure 4.28 show the same RIRs and RTFs in grey, however, this time one
single LRC filter is designed to equalize both RIRs at the same time,
resulting in the equalized systems v{1,2},SIMO = HCM,{1,2}cEQ,SIMO and
v{1,2},SIMO = Fv{1,2},SIMO (black lines) in time- and frequency-domain, re-
spectively. Robustness of LRC filters depends on frequency as described in
[RWK00] which is clearly visible for the higher frequencies of the equalized
TFs v{1,2},SIMO in panels (f) and (h).

Multiple Microphones and Multiple Loudspeakers (MIMO)

If a second loudspeaker is added to the system the overall performance is
increased as it can be seen from the achievable maximum SRRE values in
Figure 4.29. However, using multiple loudspeakers again leads to a loss
of spatial robustness which becomes obvious by comparing panels (a) of
Figures 4.27 and 4.29.
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Figure 4.29: Spatial robustness of listening-room compensation in terms of
SRRE as a function of the location for P = 2 loudspeakers and
varying number of microphones. (a) 1 reference microphone, (b)
12 reference microphones, and (c) 28 reference microphones.

It can, thus, be stated that robustness of LRC filters can be increased by
using multiple microphones and performance can be increased by the use
of multiple loudspeakers. As shown in panel (c) of Figure 4.29 a good LRC
filter performance can be achieved in a spatial area of ≈ 15 cm diameter by
a system using P = 2 loudspeakers and Q = 28 microphones. Depending on
the chosen microphone array geometry it is possible to decrease the number
of needed microphones or to increase the spatially robust area.

An example for an equalized MIMO system using P = 3 loudspeakers and
Q = 2 microphones is shown in Figure 4.30. It can be seen, that mathe-
matically, a good equalization performance can be achieved by MIMO LRC
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filters designed according to MINT. In frequency-domain the desired high-
pass characteristic is approximated quite well and in time-domain the re-
flections are suppressed below ≈ 40 dB.
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Figure 4.30: Equalization of MIMO system with P=3 loudspeakers and Q=2
microphones: (a) and (b) RIRs (grey) and equalized systems
(black); (b) and (d) corresponding transfer functions in dB. LEQ =
1024.

4.5 Gradient Algorithms for Listening-Room
Compensation

The least-squares equalizer discussed in the previous sections suffers from
the problem to invert the channel convolution matrix HCM (cf. (4.4.16))
which may have a size of several thousand. Since the RIR is time varying,
e.g. due to changes in the acoustic environment or changes caused by mov-
ing speakers, the LRC filter coefficients have to be recalculated frequently.
Even minor RIR changes require a recalculation of the complete LRC filter
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[RWK00]. Thus, for time-variant acoustic environments the computational
complexity of the least-squares LRC approach (4.4.6) is by far too high,
particularly for a real-time implementation.
Adaptive filters with appropriate learning algorithms based on the well-
known least-mean-squares (LMS) algorithm are capable of tracking time-
variant conditions by minimizing the time-varying error signal eEQ[k]. Ex-
amples known from the field of active noise control (ANC) are the filtered-
X LMS (FxLMS) [WSS81] or the modified filtered-X LMS (mFxLMS)
[Bja92, KM96] (cf. Sections 4.5.1 and 4.5.2). In this thesis, a decoupled ver-
sion of the mFxLMS with a faster convergence speed will be derived which
was introduced in [GKMK08a, GKMK08b] and is derived in Section 4.5.3 in
detail in time-domain and block-frequency-domain. This algorithm allows
for an overclocking of the filter update and, by this, for even faster conver-
gence at the cost of additional computational load which is, however, still by
far lower than the computational load of the direct least-squares approach
in (4.4.6). The decoupled filtered-X least-mean-squares (dFxLMS) algo-
rithm will be evaluated under realistic conditions including ambient noise
and estimation errors of the room impulse response (RIR) in Section 4.5.3.

4.5.1 The Filtered-X LMS

A benchmark for adaptive equalization known from ANC systems is the
filtered-X least-mean-squares (FxLMS) algorithm [WS85, BQ00] which is
depicted in Figure 4.31. The FxLMS was developed independently by
Widrow et al. [WSS81] and Burgess [Bur81] in the early 1980’s. It differs
from the conventional LMS algorithm (cf. Section 3.2.1) by prefiltering of
the input signal of the update path with the RIR to be equalized (signal
r[k] in Figure 4.31).

eEQ[k]

cEQ[k]

d

h[k]
s[k] x[k] y[k]

ŷ[k]

ĥ[k]
r[k]

NLMS

Acoustic environment

Figure 4.31: Block diagram of filtered-X LMS (FxLMS).

As depicted in Figure 4.31, the speech signal s[k] is processed by the LRC
filter cEQ[k] which precedes the acoustic channel h[k]. The aim of the
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equalizer is to minimize the Euclidean distance between the equalized sys-
tem v[k] = HCM[k]cEQ[k] and the desired target system d. The input
signal of the LMS update path has to be filtered with the acoustic chan-
nel h[k] to ensure convergence of the algorithm [WS85]. Thus, as for the
least-squares equalizer, knowledge about the RIR is needed which is not
available in real-world systems. Thus, an estimate ĥ[k] of the RIR (known
as the plant model in ANC systems) is needed. Such an estimate can be
generated by an AEC filter as described in Chapter 3. The combination of
LRC systems and AEC systems will be topic of Chapter 5. Since changes
of the filter coefficients cEQ[k] using the FxLMS algorithm do not have an
immediate impact on the error signal eEQ[k] due to the delay of the RIR, a
small step-size µ for the filter update is required to ensure stability. Thus,
especially if a large filter length is needed, the FxLMS algorithm suffers
from slow convergence.

The FxLMS algorithms can be written in matrix/vector notation as sum-
marized in Algorithm 1.

Algorithm 1 Filtered-X LMS (FxLMS)

1: r[k] = Ĥ
T

CM[k]sI[k]

2: eEQ[k] = sTII[k]HCM[k]cEQ[k]− sTII[k]d

3: cEQ[k + 1] = cEQ[k] + µFxLMSr[k]eEQ[k]

In Algorithm 1,

cEQ[k] =
[
cEQ,0[k], cEQ,1[k], ... , cEQ,LEQ−1[k]

]T
(4.5.1)

is the time-varying coefficient vector of the LRC filter, HCM[k] is the chan-
nel convolution matrix as defined in (4.2.7) and

ĤCM[k] = convmtx

{[

ĥ0[k], ĥ1[k], ..., ĥLĥ−1[k]
]T

,LEQ

}

(4.5.2)

the corresponding channel convolution matrix of size Lĥ + LEQ − 1× LEQ

generated by the coefficients of the channel estimate vector ĥ[k]. d is the
coefficient vector of the desired system as defined in (4.4.3), r[k] is the signal
vector in the update path after convolution with the channel estimate and
s{I,II}[k] is the input signal vector given here for two different lengths that
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are needed in Algorithm 1:

r[k] = [ r[k], ... , r[k − LEQ + 1] ]
T

(4.5.3)

sI[k] =
[
s[k], ... , s[k − Lĥ − LEQ + 2]

]T
, (4.5.4)

sII[k] = [ s[k], ... , s[k − Lh − LEQ + 2] ]
T
. (4.5.5)

The lengths of the RIR, the RIR estimate, the LRC filter and the desired
system are denoted by Lh, Lĥ, LEQ, and Ld, respectively.

4.5.2 The Modified Filtered-X LMS

To overcome the problem of a heavily reduced allowed convergence speed
in comparison to the conventional LMS algorithm, several approaches have
been proposed in the literature [BQ00, Bou03, ABZ07], such as a fast ver-
sion of the FxLMS [Dou97], the adjoint-LMS [Wan96, BQ00], the filtered-u
LMS [KM96], the filtered ǫ LMS [Bou03] or the modified filtered-X LMS
(mFxLMS) algorithm [Bja92, RF94, KNKP94]. The latter is depicted in
Figure 4.32 since an enhanced version of the modified filtered-X least-
mean-squares (mFxLMS) will be derived in the following Subsection 4.5.3.

eEQ,mod[k]

eEQ[k]cEQ[k]

cEQ[k]

d

h[k]
s[k] x[k] y[k]

ŷ[k]

ĥ[k]
r[k]

copy of

NLMS

Acoustic environment

Figure 4.32: Block diagram of modified Filtered-X LMS (mFxLMS).

The reason for slower convergence of the FxLMS compared to the conven-
tional NLMS, i.e. that the LRC filter precedes the acoustic channel and, by
this, has no immediate influence on the error signal eEQ[k], is avoided by the
mFxLMS by exchanging the order of LRC filter cEQ[k] and RIR (estimate)

ĥ[k] in the update path. By this, the filter update is based on a modi-
fied error signal eEQ,mod[k] which is directly influenced by the LRC filter
cEQ[k]. Please note, that the error signal eEQ[k] in Figure 4.32 is no longer
needed for the algorithm itself, but e.g. for assessment of the algorithm’s
performance by objective quality measures (cf. e.g. Appendix A.2.1).
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The original LRC filter preceding the acoustic channel h[k] in Figure 4.32
is now just updated by copying the filter coefficients. The filter update
is now based on the RIR estimate ĥ[k] only. Assuming a correct system

identification (ĥ[k] = h[k]), the convergence performance of the mFxLMS
depicted in Figure 4.32 is the same as for the conventional NLMS algorithm
because the update of the filter coefficients has direct impact on the error
signal eEQ,mod[k]. In contrast to the FxLMS, the calculation of the error
signal of the modified FxLMS eEQ,mod[k] is independent of the true room
impulse response h[k] and, thus, independent of the microphone signal y[k].
Algorithm 2 summarizes the mFxLMS.

Algorithm 2 Modified filtered-X LMS (mFxLMS)

1: r[k] = Ĥ
T

CM[k]sI[k]

2: eEQ,mod[k] = rT [k]cEQ[k]− sTI [k]d

3: cEQ[k + 1] = cEQ[k] + µmFxLMSr[k]eEQ,mod[k]

The mFxLMS has been extended to the multi-channel case in [ESN87,
Dou95, Dou97] and enhanced versions based on the RLS [BQ00] or APA
have been proposed in [Dou95, Bou03, ABZ07]. An enhanced version of the
mFxLMS for the purpose of LRC will be introduced in the following.

4.5.3 The Decoupled Filtered-X LMS

The mFxLMS depicted in Figure 4.32 and described by Algorithm 2 already
allows for a larger step-size than the conventional FxLMS and, thus, for
faster convergence. Since the filter update path is more or less independent
of the system which should be equalized, i.e. the error signal in line 2 of
Algorithm 2 is independent of the real RIR and only the estimate or model is
used, the update path can also be excited by an independent signal sdec[k] as
it is shown in Figure 4.33 for switch S1 in the depicted position. S1 switches
between modified FxLMS (mFxLMS) and decoupled FxLMS (dFxLMS).
By the possibility to arbitrarily choose the filter input signal sdec[k], even
faster convergence can be achieved. Best convergence would be archived
for so-called perfect sequences [AD94] as an input signal for the NLMS r[k].
Since generation of such a signal by crafting the excitation signal sdec[k] at
the input of the RIR estimate is difficult, a white Gaussian excitation for
sdec[k] can be used. An additional advantage of the proposed algorithm is
the fact that with a decoupled input signal for the update path an over-
clocking of the filter update is possible and, by this a trade-off between
convergence speed and computational complexity. The proposed dFxLMS
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Figure 4.33: Block diagram of decoupled Filtered-X LMS (dFxLMS).

algorithm is summarized in Algorithm 3. Here, O ≥ 1,O ∈ N is the over-
clocking factor. The term overclocking does not mean over-sampling since
this would affect both, the sampling rate of the signals and the systems.
The sampling rate of the systems, such as that of ĥ[k], remains unchanged
while more than one input sample sdec[k] is processed before copying the
filter weights cEQ[k] to the upper branch. Algorithm 3 summarizes the
single-channel dFXLMS algorithm in time-domain.

Algorithm 3 Decoupled version of modified filtered-X LMS (dFxLMS)

1: for i = 0 : O − 1 do

2: r[k + i] = Ĥ
T

CM[k]sdec[k + i]

3: eEQ,mod[k + i] = rT [k + i]cEQ[k + i]− sTdec[k + i]d

4: cEQ[k + i+ 1] = cEQ[k + i] + µdFxLMSr[k + i]eEQ,mod[k + i]

5: end for

6: Copy updated EQ coefficients cEQ[k + i+ 1] to upper branch

Multi-Channel Frequency-Domain Implementation

To further decrease the computational complexity, the developed dFxLMS
algorithm will be derived in frequency-domain in the following. Fur-
thermore, it will be extended to the multi-channel case to allow for an
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increased performance and spatial robustness (cf. Section 4.4.3). The
frequency-domain description is based on the multi-delay filtering approach
[Shy92, MAG95, SP90, KNHOb98, BQ00].
The multi-delay filter described in Section 2.2 can be extended to the MIMO
case by [SP90, MAG95]

Y[ℓ] = GX[ℓ]H[ℓ] (4.5.6)

using the definitions of the DFT matrix F 2L×L as defined in (2.2.5), the
shifting matrix Ĩ2L×2L as defined in (2.2.17), the constraining matrix G of
size 2L× 2L as defined in (2.2.21) and the block-frequency-domain channel
matrix

H[ℓ] = bdiag{F 2L×L, F 2L×L, ..., F 2L×L
︸ ︷︷ ︸

PL′
h

}H[ℓ], (4.5.7)

of size 2LL′
hP ×Q defined by transforming all RIRs

H[ℓ] =








h11[ℓ] · · · h1Q[ℓ]
...

. . .
...

hP1[ℓ] · · · hPQ[ℓ]








(4.5.8)

to the partitioned frequency-domain. The multi-channel signal matrix

X[ℓ] =
[

X̆1[ℓ], ..., X̆1[ℓ− L′
h + 1], ...,

X̆P [ℓ], ..., X̆P [ℓ− L′
h + 1]

]

, (4.5.9)

of size 2L × 2LL′
hP in (4.5.6) is generated by concatenating the single-

channel/single-block input-signal matrices

X̆p[ℓ] = diag{F 2L×Lxp[ℓ]+ Ĩ2L×2L F 2L×Lxp[ℓ− 1]}, (4.5.10)

xp[ℓ] = [xp[ℓL], xp[ℓL+ 1], ..., xp[(ℓ+ 1)L− 1]]
T

(4.5.11)

and, by this, is a straightforward generalization of the singe-channel defini-
tions in (2.2.15) and (2.2.16).
The signal matrix for the update path of the block-frequency-domain adap-
tive filter

S[ℓ] =
[

S̆[ℓ], ..., S̆[ℓ− L′
ĥ
+ 1]

]

, (4.5.12)

S̆[ℓ] = diag{F 2L×Ls[ℓ]+ Ĩ2L×2L F 2L×Ls[ℓ− 1]}, (4.5.13)
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is defined in dependence of switch S1 in Figure 4.33 either based on the
signal s[k] as in

s[ℓ] = [s[ℓL], s[ℓL+ 1], ..., s[(ℓ+ 1)L− 1]]
T

(4.5.14)

or on the decoupled input signal sdec[k] as in

s[ℓ] = [sdec[ℓL], sdec[ℓL+ 1], ..., sdec[(ℓ+ 1)L− 1]]
T
. (4.5.15)

The input signal S[ℓ] has to be filtered by each block-frequency-domain

channel estimate ĥpq[ℓ] = bdiag{F 2L×L, F 2L×L, ..., F 2L×L
︸ ︷︷ ︸

L′
ĥ

}ĥpq[ℓ] to ob-

tain

rpq[ℓ] = GS[ℓ]ĥpq[ℓ]. (4.5.16)

After transforming (4.5.16) to time-domain,

rpq[ℓ] = W 01
L×2LF

−1
2L×2LS[ℓ]ĥpq[ℓ], (4.5.17)

the block-frequency-domain signal matrix Rpq[ℓ] can be defined as

Rpq[ℓ] =
[

R̆pq[ℓ], ..., R̆pq[ℓ− L′
ĥ
+ 1]

]

, (4.5.18)

R̆pq[ℓ] = diag{F 2L×Lrpq[ℓ] + Ĩ2L×2L F 2L×Lrpq[ℓ− 1]}, (4.5.19)

for each loudspeaker-microphone pair {p, q} in the usual way. For the fol-
lowing derivations the matrices (4.5.18) can be concatenated to result in a
matrix

Rq[ℓ] = [R1q[ℓ], ..., RPq[ℓ]] (4.5.20)

containing the sub matrices for all loudspeakers p = 1..P and a matrix

Rp[ℓ] = [Rp1[ℓ], ..., RpQ[ℓ]] (4.5.21)

containing the sub matrices for all microphones q = 1..Q.

The block-frequency-domain error signal matrix EEQ,mod,q[ℓ] for each refer-
ence microphone q can then be calculated by

EEQ,mod,q[ℓ] = Ŷq[ℓ]−GRq[ℓ]cEQ[ℓ]. (4.5.22)
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In (4.5.22), Ŷp[ℓ] is the desired signal which results from filtering the input
signal S[ℓ] with the respective desired system dq for each channel q.

Ŷq[ℓ] =
[
ˆ̆
Yq[ℓ], ...,

ˆ̆
Yq[ℓ− L′

h + 1]
]

, (4.5.23)

ˆ̆
Yq[ℓ] = diag{F 2L×Lŷq[ℓ]+ Ĩ2L×2L F 2L×Lŷq[ℓ− 1]}, (4.5.24)

ŷq[ℓ] = W 01
L×2LF

−1
2L×2LS[ℓ]dq, (4.5.25)

S[ℓ] =
[

S̆[ℓ], ..., S̆[ℓ− L′
v + 1]

]

(4.5.26)

dq = bdiag{F 2L×L, F 2L×L, ..., F 2L×L
︸ ︷︷ ︸

L′
v

}dq. (4.5.27)

Please note, that the definition of S[ℓ] in (4.5.26) slightly differs from that
in (4.5.12). However, since the only difference is the number of input blocks
taken into account (L′

v in (4.5.26) and L′
ĥ
in (4.5.12)) to match the respective

length for the block-frequency-domain filtering, no explicit distinction will
be made in the following to increase readability.

The block-frequency-domain LRC filter coefficients cEQ[ℓ] already used in
(4.5.22) are defined as a stacked vector containing all p channels.

cEQ[ℓ] = bdiag{F 2L×L, F 2L×L, ..., F 2L×L
︸ ︷︷ ︸

PL′
EQ

}cEQ[ℓ] (4.5.28)

cEQ[ℓ] =
[
cTEQ,1[ℓ], c

T
EQ,2[ℓ], ... , c

T
EQ,P [ℓ]

]T
(4.5.29)

cEQ,p[ℓ] =
[
cEQ,p,0[ℓ], cEQ,p,1[ℓ], ... , cEQ,p,LEQ−1[ℓ]

]T
(4.5.30)

A joint error signal

EEQ,mod[ℓ] =

Q
∑

q=1

EEQ,mod,q[ℓ], (4.5.31)

=

Q
∑

q=1

Ŷq[ℓ]−GRq[ℓ]cEQ[ℓ], (4.5.32)

= Ŷ[ℓ]−GR[ℓ]cEQ[ℓ] (4.5.33)

can be defined as the sum of the error signals for each channel q given in
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(4.5.22) with the definitions

Ŷ[ℓ] =

Q
∑

q=1

Ŷq[ℓ], (4.5.34)

R[ℓ] =

Q
∑

q=1

Rq[ℓ]. (4.5.35)

A cost function J [ℓ] [SP90] to obtain a block-frequency-domain version of
the dFxLMS can be defined as

J [ℓ] = (1− α)

ℓ∑

i=0

αℓ−itr{EHEQ,mod[i]EEQ,mod[i]} (4.5.36)

with the exponential forgetting factor 0 ≤ α ≤ 1. The gradient ∇cEQ
J [ℓ]

will be calculated using (4.5.33) in the following to obtain the minimum of
J [ℓ] [BR72].

∇cEQ
J [ℓ] =2

∂J [ℓ]

∂c∗EQ

(4.5.37)

=2
∂

∂c∗EQ

(1− α)

ℓ∑

i=0

αℓ−i
(

Ŷ[i]−GR[i]cEQ

)H

·

·
(

Ŷ[i]−GR[i]cEQ

)

(4.5.38)

Using the Wirtinger calculus (3.3.22) [Hay02] and setting (4.5.38) to zero
we obtain

0
!
= 2(1− α)

ℓ∑

i=0

αℓ−i
(

−RH [i]GH
)(

Ŷ[i]−GR[i]cEQ

)

. (4.5.39)

With GHG = G (cf. Appendix D.1 for a proof) and GHŶ[ℓ] = Ŷ[ℓ] (cf. Ap-
pendix D.2) we obtain the frequency-domain normal equation

φ̂φφRR[ℓ]cEQ[ℓ] = φ̂φφ
RŶ

[ℓ] (4.5.40)

with the CPSD vector between filtered-X signal R[ℓ] and the desired signal

Ŷ[ℓ]

φ̂φφ
RŶ

[ℓ] = (1− α)

ℓ∑

i=0

αℓ−iRH [i]Ŷ[i] (4.5.41)
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and the APSD matrix of the filtered-X signal R[ℓ]

φ̂φφRR[ℓ] = (1− α)

ℓ∑

i=0

αℓ−iRH [ℓ]GR[ℓ]. (4.5.42)

To obtain iterative update equations, (4.5.41) can be rewritten in its re-

cursive form that can easily be obtained by extracting αRH [i]Ŷ[i] from the

sum in (4.5.41) and reintroducing φ̂φφ
RŶ

[ℓ−1] to result in (4.5.43). Similarly,
(4.5.44) can be obtained from (4.5.42).

φ̂φφ
RŶ

[ℓ] = αφ̂φφ
RŶ

[ℓ− 1] + (1− α)RH [ℓ]Ŷ[ℓ] (4.5.43)

φ̂φφRR[ℓ] = αφ̂φφRR[ℓ− 1] + (1− α)RH [ℓ]GR[ℓ]. (4.5.44)

The normalization factor (1 − α) is usually chosen close to one for speech
PSD estimation and assures an asymptotically unbiased estimate [Bri75,
Her05].

Introducing (4.5.40) in terms of ℓ and ℓ − 1 for φ̂φφ
RŶ

[ℓ] and φ̂φφ
RŶ

[ℓ − 1] in
(4.5.43) leads to

φ̂φφRR[ℓ]cEQ[ℓ] = αφ̂φφRR[ℓ− 1]cEQ[ℓ− 1] + (1− α)RH [ℓ]Ŷ[ℓ] (4.5.45)

where the dependency of φ̂φφRR[ℓ− 1] can be eleminated using (4.5.44).

φ̂φφRR[ℓ]cEQ[ℓ] =
(

φ̂φφRR[ℓ]− (1− α)RH [ℓ]GR[ℓ]
)

cEQ[ℓ− 1]

+ (1− α)RH [ℓ]Ŷ[ℓ] (4.5.46)

= φ̂φφRR[ℓ]cEQ[ℓ− 1]

+ (1− α)RH [ℓ]
(

Ŷ[ℓ]−GR[ℓ]cEQ[ℓ− 1]
)

(4.5.47)

With the definition of the block-frequency-domain error vector EEQ,mod[ℓ]

as given in (4.5.31) and after multiplying by φ̂φφ
−1

RR [ℓ] from the left-hand side
the update equation can be written as

cEQ[ℓ] = cEQ[ℓ− 1] + µ φ̂φφ
−1

RR [ℓ]R
H [ℓ]EEQ,mod[ℓ]. (4.5.48)

Please note, that the smoothing factor (1 − α) has been replaced by the
step-size µ in (4.5.48) to be consistent to the usual definition of a gradient
update rule. The matrix G, that leads to a high computational load during
calculation of φ̂φφRR[ℓ] in (4.5.44) can be roughly approximated by a diagonal
matrix G ≈ I/2, especially for larger matrix sizes [BM01], as visualized in
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Figure 4.34: Illustration of constraining matrix G for different matrix sizes.

Figure 4.34. By this, the computational complexity of the filter update
(4.5.48) is drastically reduced.
A schematic of the multi-channel dFxLMS algorithm is examplarily depicted
in Figure 4.35 for P = 2 loudspeaker channels and Q = 3 microphone
channels.

4.5.4 Simulation Results

In the following, the performance of the previously described FxLMS,
mFxLMS and dFxLMS algorithms will be evaluated. The simulation re-
sults are based on RIRs hpq[ℓ] characterized by room reverberation times
of τ60 ≈ 500 ms. Although in practical environments an RIR is of infinite
length, they have been truncated after Lh = 4096 samples due to sufficiently
decay. The LRC filter length was chosen to LEQ = 1024 at a sampling rate
of fs = 8000 Hz. The following simulations are given for P = 1 loudspeakers
and Q = 3 microphones to lead to a spatially more robust design (compare
Section 4.4.3). The delay introduced by the equalizer was k0 = 512 samples
for all channels.
Figure 4.36 compares the dFxLMS algorithm with the FxLMS and the
mFxLMS by means of the system distance

DdB[k] = 10log10
||HCM[k]cEQ[k]− d||2

||d||2 (4.5.49)

between the equalized system HCM[k]cEQ[k] and the desired system d. For
Figure 4.36 the RIR estimate is assumed to be perfectly known before the
influence of RIR estimation errors will be analyzed in the following simula-
tions.
It can be seen in Figure 4.36 that FxLMS and mFxLMS algorithms perform
poor since their update is based on the highly correlated speech input signal
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Figure 4.35: Multi-channel structure for mFxLMS and dFxLMS algorithms for
P = 3 loudspeakers and Q = 2 microphones.

S[ℓ]. The mFxLMS algorithm (dashed line) performs slightly better than
the conventional FxLMS algorithm. A large performance gain is achieved by
the dFxLMS algorithm (dash-dotted line) even without overclocking. Please
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Figure 4.36: Comparison of FxLMS, mFxLMS and dFxLMS (speech input).

note, that mFxLMS and dFxLMS algorithms are the same for speech input
(switch S1 in right position in Figures 4.33 and 4.35) and no overclocking.
Thus, the distance between the dashed line (mFxLMS) and the dash-dotted
line (dFxLMS, O = 1) is due to the white excitation used for Sdec[ℓ]. Further
performance gain is achieved if an overclocking factor O ≥ 1 is used as it
can be seen from the lower two curves.

Figure 4.37 shows simulation results for the more realistic case that the
RIR is only imperfectly estimated. For this purpose the RIR estimate is
generated by adding white Gaussian noise to the correct RIR with different
SNRs of −10 dB (left panel of Figure 4.37) and 0 dB (right panel). Here, the
term SNR denotes the ratio between RIR power ||h[k]||2 and error power
||h̃[k]||2. Please note, that more realistic errors h̃[k] for RIR identification
are described in Chapter 5 where mutual influences of the subsystems of
AEC and LRC filter are analyzed (cf. e.g. Figure 5.11 on page 147). The
following simulations would look very similar with a more realistic error.

As it can be seen from a comparison of Figure 4.36 and Figure 4.37, an
imperfect estimate of the RIR leads to a decreased performance of the LRC
filter. However, the dFxLMS algorithm still clearly outperforms FxLMS and
mFxLMS algorithms. Although the dFxLMS algorithm is not more robust
in terms of RIR estimation errors since it is just a quickly converging version
of the mFxLMS algorithm, it becomes obvious from Figure 4.37 that the
mFxLMS algorithm as well as the FxLMS algorithm are not suitable for a
real-world hands-free scenario due to their slow convergence, whereas the
dFxLMS algorithm can be applied in quickly changing environments. The
dFxLMS converges towards the least-squares solution and, thus can be used
as a real-time version for time-varying environments.
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Figure 4.37: Comparison of FxLMS, mFxLMS and dFxLMS for imperfect RIR
estimates.

4.6 Weighted Least-Squares Equalization

As already stated in Section 4.2, e.g. during the discussion of Figure 4.9 on
page 83, least-squares approaches for LRC filters may lead to mathemati-
cally small but clearly perceivable late echoes in the equalized IR. This is
due to the fact that in the typical linear decay in logarithmic time-domain of
an RIR, later echoes are partly masked by more early echoes for the human
auditory system.

The phenomenon of masking occurs whenever one sound is rendered in-
audible by another more dominant sound which may be presented even at
a different frequency and/or time instance [FZ07]. Two different kinds of
masking exist, i.e. frequency masking and temporal masking. Frequency
masking describes the effect that the threshold of hearing is elevated by a
sinusoidal tone or narrow-band noise (the masker) and another tone may
be below this raised threshold even if it’s frequency is different from that
of the masker [FZ07]. Effects of frequency masking are exploited in state-
of-the-art audio coding such as MP3 or the advanced audio codec (AAC)
[Bra97] as well as in noise reduction algorithms [Gus99, GMK06a].

Temporal masking, i.e. non-simultaneous masking, which will be used for
the LRC filter design in the following is visualized in Figure 4.38.

A sound which is below the masking level is inaudible even if it is presented
after the masker is switched off (forward masking a.k.a. post-masking)
or even before the masker is switched on (backward masking a.k.a. pre-
masking). Temporal masking is due to the temporal processing found in
the organ of Corti in the inner ear of animals and humans [Moo03].

The influence of temporal masking on impulse responses was analyzed in
[Fie01]. The effects of forward masking and backward masking are limited
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Figure 4.38: Temporal masking effects (adapted from [VM06, FZ07]).

to 100 - 200 ms [Fie01, Moo97, OT89] and 5 - 20 ms [Raa61, Fie01, Moo97,
DS84], respectively. Forward masking acts like simultaneous masking for
about 4 ms and after this period a fall-off in masking is roughly -35 dB per
octave [Fie01]. Forward masking can be described by the window function

wFW = [1, 1, ..., 1
︸ ︷︷ ︸

K1

, w0
︸︷︷︸

K2

]T (4.6.1)

with

w0,k = 10
3αw,WLS

log10(K0/K1)
log10(k/K1)+0.5

(4.6.2)

which is adapted from [MMK10, JMGM11] with K0 = (t0 + 0.2)fs, K1 =
(t0 + 0.004)fs and K2 = Lh + LEQ − 1−K1. The time of the direct sound
is denoted by t0 and αw,WLS ≤ 1 is a factor that influences the steepness
of the window. For αw,WLS = 1 the window corresponds to the forward
masking found in human subjects.
Lags that occur in equalized IRs before the main peak are perceived as
disturbing pre-echoes. Thus, a time-reversed version of w0 with steeper
decay (here by using αw,WLS = 3 in (4.6.1)) is used for the lags before t0 as
visualized in Figure 4.39 for a conventional RIR h (left panel) and for an
equalized IR v = HCMcLSEQ, resulting from processing of the RIR by an LS
equalizer of length LEQ = 1024 (right panel).
In the following, an LRC filter will be derived that allows for emphazising
suppression of later parts of the equalized IR. Instead of equally reducing
the energy of all lags of the impulse response in (4.4.13) the window w can
be used for the LRC filter design by minimizing

eWLS
EQ = W (HCMcWLS

EQ − d) (4.6.3)
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Figure 4.39: (a) RIR (τ60 ≈ 300 ms) and the temporal masking curve; (b) equal-
ized system v obtained by LS-equalizer of length LEQ = 1024 and
the temporal masking curve.

using the window function

W = diag {w} , (4.6.4)

w =
[
w0, w1, ..., wLh+LEQ−2

]T
. (4.6.5)

The derivative of the squared error in (4.6.3) w.r.t. the LRC filter coefficients
is set to 0 to obtain the generalized or weighted least-squares equalizer.

∂ ||eEQ||2

∂
(

cWLS
EQ

)T
= HT

CMW TWHCMcWLS
EQ +

((
cWLS
EQ

)T
HT

CMW TWHCM

)T

−HT
CMW TWd− (dTW TWHCM)T (4.6.6)

= 2HT
CMW TWHCMcWLS

EQ − 2HT
CMW TWd

!
= 0 (4.6.7)

⇒ cWLS
EQ =

(
HT

CMW TWHCM

)−1
HT

CMW TWd (4.6.8)

= (WHCM)+Wd (4.6.9)

Please note that, for w = [1, 1, ..., 1]T , the weighted least-squares equalizer
in (4.6.9) reduces to the conventional least-squares equalizer as defined in
(4.4.6).
Figure 4.40 shows an RIR h (room reverberation time τ60 ≈ 0.5 s) and
the corresponding IR v processed by a weighted least-squares LRC filter
(4.6.9) for a filter length of LEQ = 4096 at a sampling rate of fs = 8 kHz in
time-domain (upper panel) and frequency-domain (lower panel). The RIR
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Figure 4.40: RIR h and equalized IR v = HCM cWLS
EQ in time-domain in dB

(upper panel) and the corresponding squared-magnitude spectra
in dB (lower panel).

as well as the LRC filter’s parameters are the same as for the LS equalizer
used for Figure 4.9 on page 83 to allow for a direct comparison.
It can be seen from Figure 4.40 that disturbing late echoes as well as pre-
echoes are reduced by applying the exponential window as shown in Fig-
ure 4.39 to the LRC filter (4.6.9). The weighted least-squares LRC filter
squeezes the RIR to result in a quicker decay of the equalized IR v than
the original RIR h in time-domain (upper panel). The problem of clearly
perceivable late echoes above the original decay of the RIR can be reduced.
On the other hand, the performance in frequency-domain is decreased as
it can be seen from comparing Figures 4.40 and 4.9. Although the RIR is
rather re-shaped than equalized, the term equalization is further used for
all LRC approaches.

4.7 Room Impulse Response Shaping

The previously discussed weighted least-squares LRC approach already can
be considered as an RIR shaping approach. Here, not perfect spectral flat-
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ness of the overall system or an equalization towards one single peak or band-
pass in time-domain is desired but only shortening or re-shaping of the RIR.
To archive this goal, classical channel shortening concepts known from data
transmission [FM73, Kam94, MYR96, MDEJ03] can be applied. For data
transmission, channel-shortening concepts are usually used to shorten the
effective channel at the receiving side e.g. to fit the guard interval in OFDM
systems etc. In [KM05c, KM05b, KM06] these concepts were analyzed for
the purpose of LRC and extended to shaping rather than shortening. By
this approach the energy in the part of the RIR specified by a window wd is
maximized. As a side condition the energy in that part of the RIR specified
by a window wu = 1[LEQ+Lh−1]−wd is kept constant. Common choices for
the window function wd are e.g. [KM05b, JMGM11, KGD12a, KGD12b]

wd = [ 0, ..., 0
︸ ︷︷ ︸

k0

, 1, ..., 1, 0, ..., 0 ] (4.7.1)

or a generalization of (4.7.1)

wd =
[
wd,0, ..., wd,LEQ+lh−1

]T
, (4.7.2)

for which the window function

wd,k =







0 for 0 ≤ k ≤ k0 − 1,

10αw,IS(k−k0) for k0 − 1 ≤ k
(4.7.3)

could be chosen (between others) [KM05b, JMGM11, KGD13a, KGD13b].
In (4.7.1)-(4.7.3), k0 is the allowed delay for the LRC filter (cf. also Sec-
tion 4.4.1) and the factor αw,IS has been chosen heuristically in [KM05b] to
be αw,IS = −3 · 10−5.
A desired system dd and an undesired system du, i.e. the desired and un-
desired part of the equalized IR, can then be defined as [AEK01, KM05b]

dd = diag{wd}HCMcISwPP
EQ (4.7.4)

du = diag{1−wd
︸ ︷︷ ︸

wu

}HCMcISwPP
EQ . (4.7.5)

Maximizing the energy of dd while keeping the energy of du constant leads
to impulse response shortening / shaping [MYR96, MDEJ03] by solving the
generalized eigenvalue problem [KM05b, MYR96]

BBP · cISwPP
EQ,opt = A · cISwPP

EQ,opt · λmax (4.7.6)
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with

A = HH
CMdiag {wu}H diag {wu}HCM (4.7.7)

BBP = HH
CM,BPdiag {wBP,d}H diag {wBP,d}HCM,BP (4.7.8)

In (4.7.6), λmax is the largest eigenvalue and cISwPP
EQ,opt the corresponding

eigenvector, which is taken as the LRC coefficient vector [KM05b]. In (4.7.8)
the modified RIR convolution matrix HCM,BP results from convolution of
h[k] with the desired system d[k] (here, BP exemplarily stands for ’band-
pass’). Furthermore, the length of the window wBP,d is increased by Ld− 1
samples compared to the original window wd. See [KM05b] for further
details.

4.7.1 Spectral Post Processing

Although the RIR shortening method in (4.7.6) is effective in time-domain,
colouration may be introduced in the frequency-domain as already reported
in [KM05b]. This colouration can be reduced by post processing of the
equalized system v = HCMcEQ by a linear prediction error filter as depicted
in Figure 4.41.

+
-

v = HCMcEQ

p

d

ep[k]s[k] y[k] eBP[k]

z−1

prediction error filter

Figure 4.41: Linear prediction error filter for post processing after RIR reshap-
ing for LRC.

The error signal ep[k] is weighted by the desired system d again to focus
the predictor’s performance to the spectral area of interest [KM05b]. The
error signal to calculate the predictor p can be expressed as

eBP[k] = sT [k](Dv −DV −1p), (4.7.9)

with p being the coefficient vector of the predictor, D being the convolution
matrix built from the coefficients of the desired system vector d, v the
equalized system vector and V −1 is a convolution matrix made of v with
an additional first row of zeros to take into account the delay of one sample
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as depicted in Figure 4.41 [KM05b]. The calculation of the vector p that
minimizes the target function E

{
e2BP[k]

}
leads to [KM05b]

p =
(

V H
−1D

HE
{
s[k]sH [k]

}
DV −1

)−1

V H
−1D

HE
{
s[k]sH [k]

}
Dv

(4.7.10)
Under the assumption of a white and stationary excitation signal s[k] the
correlation matrices E

{
s[k]sH [k]

}
vanish. The desired system d causes

don’t care region(s) outside of its cut-off frequencies. A further desired
system can be applied to eBP[k] in order to generate an accordingly weighted
signal at the loudspeaker [KM05b]. The spectral post processing approach
can be applied as well to the shaping approach (4.7.6) as to the weigthed
least-squares approach in (4.6.9) if spectral peaks occur due to the solely
time-domain minimization rules.

1
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Figure 4.42: Impulse response shaping for an exponentially decreasing window
wd in dB. (a) Impulse responses in time-domain in dB and (b)
transfer functions in frequency-domain in dB.

Figure 4.42 shows the described behaviour (a) in the time-domain and
(b) in the frequency-domain. By shaping the original RIR (dotted line),
a strong colouration is introduced (dashed line) in the frequency-domain.
After post processing (solid line, v = HCMcEQ,P) the colouration vanishes
while time-domain behaviour is only slightly degraded (v = HCMcEQ).
Please note, that the IRs in Figure 4.42 (a) have been smoothed to better
show the described effects.
An equalized system v after application of the impulse response shortening
LRC filter with post processing (ISwPP) designed according to (4.7.6) is
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shown in Figure 4.43, again for the same parameters and the same RIR
h than for the LS equalizer (4.4.6) and the weighted LS equalizer (4.6.9).
Results are similar to those depicted in Figure 4.40 for the weighted LS
equalizer.
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Figure 4.43: RIR h and equalized IR v = HCM cISwPP
EQ in time-domain in dB

(upper panel) and the corresponding squared-magnitude spectra
in dB (lower panel).

4.7.2 Joint Time-Frequency Processing

An approach that jointly shapes the IR of the equalized acoustic chan-
nel and minimizes spectral distortions is described in [MKM09b, MKM09a,
MMK10]. By this, no explicit post processing is necessary. Additionally, the
psychoacoustic property of masking is explicitly exploited in the filter design
approach described in [MMK10]. Furthermore, this approach is based on
a gradient update strategy which avoids computationally complex matrix
operations that are needed for the other approaches, e.g. for the inverse of
the matrix HCM in (4.4.6), the inverse of WHCM in (4.6.9), both of size
(LEQ+Lh−1)×LEQ), or the solution of the generalized eigenvalue problem
in (4.7.6).
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The approach in [MMK10] is based on the p-norm optimization problem

min
cEQ

f(cEQ) = min
cEQ

log

(
fu (cEQ)

fd (cEQ)

)

(4.7.11)

with

fd (cEQ) = ‖vd‖pd =

(
Lv−1∑

k=0

|vd,k|pd
) 1

pd

(4.7.12)

and

fu (cEQ) = ‖vu‖pu =

(
Lv−1∑

k=0

|vu,k|pu
) 1

pu

. (4.7.13)

The optimization of (4.7.11) leads to a minimization of the p-norm of the
unwanted part of the equalized system v while simultaneously maximizing
the p-norm of the desired part of the equalized system v. By choosing
pd = pu = 2, the solution of (4.7.11) reduces to the least-squares solution.
The advantage of the method in (4.7.11) is that by selecting appropriately
large values for pd and pu, the error is distributed evenly across the time
coefficients in the unwanted part of the equalized IR v while favouring the
production of one dominant tap in the desired part, which leads to an overall
good shaping.
As visible in Figure 4.44 the equalized system v directly follows the
masking curve found in the human auditory system and a smooth decay
can be observed for the whole length of the equalized system v. For a
more detailed discussion the interested reader is referred to the literature
[MMK10, JMGM11, JMGM11, JMM12, MJM12].

4.8 Rating of the Sound Samples

In the following the four different LRC approaches (LS-EQ, WLS-EQ,
ISwPP, ISwINO; cf. Table 4.3 on p. 74) will be compared by subjective
listening tests. The listening tests have been described in Section 4.2.1.
The sound samples were assessed regarding the four attributes reverberant,
coloured/distorted, distant, and overall quality (cf. also Figure 4.5). The
subjective ratings are shown in Figure 4.45 by means of box-plots.
The sound samples are ordered according to their median value for the
respective attribute. Consequently, the order is different for the different
sub-figures.
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Figure 4.44: RIR h and equalized IR v = HCM cISwINO
EQ in time-domain in dB

(upper panel) and the corresponding squared-magnitude spectra
in dB (lower panel).

The subjective ratings were normally distributed which allowed for con-
duction of an analysis of variance (ANOVA). A two-way ANOVA revealed
significant main effects of attribute type {F (3, 2112) = 18.8, p < 0.001} and
LRC approach {F (3, 2112) = 97.4, p < 0.001}. Post-hoc comparisons (Bon-
ferroni tests with level of significance set at 5%) for the factor LRC approach
showed statistical differences between all algorithms used with the highest
quality for the ISwINO approach and the lowest for the LS approach. Gen-
erally, the shaping approaches (i.e. ISwPP and ISwINO) resulted in better
rating scores than the least-squares approaches (i.e. LS and WLS).
Increasing the filter length of the LS approach does not necessarily improve
the subjective results considerably due to the fact that despite a ’good
equalization’ perceptually relevant late echoes and pre-echoes are clearly
perceived as disturbing by the listeners (see e.g. sound samples no. 9 (LEQ =
8192) and no. 13 (LEQ = 1024) both for an RIR with τ60 = 800 ms).
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Figure 4.45: Subjective rating of sound samples for attribute (a) reverberant,
(b) coloured/distorted, (c) distant, and (d) overall quality
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The differences in the subjective scores between all used attributes were
also statistically significant. Therefore, a separate one-way ANOVA was
conducted for each attribute to test the quality of the different LRC ap-
proaches. For the attribute reverberant, the best ratings (indicated by the
lowest rating scores) were obtained for the ISwINO algorithm with a mean
value of 1.6. The ratings achieved by the ISwINO were significantly better
than all remaining algorithms. The scores for the ISwPP and the WLS
approach were 1.3 and 1.4 points higher than for the ISwINO approach,
respectively, (meaning that signals processed by the ISwPP or WLS ap-
proach were assessed as being more reverberant than these processed by
the ISwINO). No statistically significant differences in rating were found
between the ISwPP and WLS approach (p=1.0). The lowest quality for the
attribute reverberant was found for the LS approach with the mean rating
score of 4.1. Exactly the same trends were observed for the attribute overall
quality. Slightly different trends regarding the statistical dependencies of the
LRC approaches were observed for the attribute distant. The best quality
scores were again obtained for the shaping approaches, however with no sig-
nificant differences between the ISwINO and ISwPP algorithm (p=0.164).
Both least-squares approaches were again assessed worse than the shaping
approaches and resulted in on average 0.8 points higher rating scores. A
different trend between the attributes might be related to the fact that for
the assessment of the attribute distant the differences between the four dif-
ferent approaches were smaller than for the attribute reverberant or overall
quality. Although it seems from panels (a) and (c) of Figure 4.45 that the
variance for the attribute distant is higher, results show similar standard
errors for attributes reverberation and distant. However, for the attribute
reverberant subjects more often decided for the maximum score of a MOS
of 5 (very reverberant) which may be due to the fact that a clearer anchor
for high reverberation was given in the training samples than for ’very dis-
tant’. The post-hoc comparisons for the attribute coloured revealed again
the significantly highest quality for the ISwINO approach. No significant
differences were found between the ISwPP, WLS and LS algorithm, how-
ever, from Figure 4.45 it can be seen that the LS approach usually performs
worse that the other approaches which may be due to the fact that late
echoes typical for the LS approaches sometimes sound like distortions.

Statistically significant differences were found regarding the room reverber-
ation time τ60 ({F (1, 1919) = 460.659, p < 0.001}). In general, better LRC
filter performance can be observed for shorter τ60. The shorter room rever-
beration time τ60 ≈ 500 ms results in average in a better MOS of 1.1 than
for τ60 ≈ 950 ms.
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4.9 Chapter Summary

This chapter described the basic principles and problems of listening-room
compensation (LRC) approaches for dereverberation of audio signals. A
brief literature survey on different dereverberation techniques with a focus
on methods for LRC has been given in Section 4.1.
Since for the task of quality assessment for reverberant and dereverberated
signals no commonly accepted technical quality measures existed in litera-
ture, Section 4.2 focused on a evaluation of existing objective quality mea-
sures, mostly known from different fields, such as noise reduction, for the
purpose of quality assessment for LRC algorithms. Hence, various objective
measures have been compared to data obtained by subjective listening tests
on LRC results. It was found, that quality measures exploiting informa-
tion about the impulse response of the system under test perform well. If
this information is not available (which is often the case for algorithms for
dereverberation), objective quality measures should rely on advanced mod-
els of the human auditory system since such quality measures show highest
correlation with the subjective ratings.
Different single-channel and multi-channel signal processing strategies for
LRC aiming at either full equalization of the acoustic channel (cf. Sec-
tions 4.3 to 4.5) or shortening/shaping of the impulse response (cf. Sec-
tion 4.6 to 4.7) have been introduced and discussed. For all LRC approaches,
knowledge about the acoustic channel, i.e. the room impulse response, is
necessary. Knowledge about the RIR is often assumed to be available,
which, however, is usually not true in real-world systems. It is straightfor-
ward to use the system identification possibilities of acoustic echo cancellers
discussed in Chapter 3 to obtain knowledge about the RIR. However, the
RIR identification will always be imperfect in practical systems. Hence,
problems arising due to this, i.e. the robustness against RIR perturbations
caused by estimation errors as well as spatial mismatch between the RIR
(from loudspeaker to listener) and the identified RIR (from loudspeaker to
the reference microphone) have been analyzed. Methods to increase the
robustness against estimation errors will be further topic of the following
chapter.
Furthermore, a new type of gradient algorithm for LRC (cf. Section 4.5),
i.e. the dFxLMS algorithm, has been proposed in Section 4.5.3 which con-
verges quickly and is computationally efficient.
The discussed LRC algorithms were compared to each other in Section 4.8
regarding the archived signal quality and it turned out that shaping ap-
proaches in general archive a better quality than algorithms for aiming at
full equalization of the acoustic channel.



Chapter 5

Combination of Systems
for Acoustic Echo
Cancellation and
Listening-Room
Compensation

The preceding Chapters 3 and 4 introduced signal processing strategies for
acoustic echo cancellation and listening-room compensation, respectively.
If these signal processing concepts are applied as subsystems in hands-free
teleconferencing systems they mutually influence each other since both sys-
tems usually are time-varying. This chapter, thus, analyzes the mutual
influences of acoustic echo cancellation and listening-room compensation.

eAEC[k]
cEQ[k]

cAEC[k]

h[k]
sf [k]

x[k]

ψ̂[k]

ψ[k]

y[k]
p[k]

ŝn[k]

Acoustic environment

Figure 5.1: Block diagram of a hands-free system containing LRC filter cEQ[k],
AEC filter cAEC[k] and post-filter p[k].
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A block diagram of such a hands-free system is shown in Figure 5.1,
containing an listening-room compensation filter cEQ[k] to reduce rever-
beration caused by the RIR h[k] and an acoustic echo cancellation filter
cAEC[k] that can be used for identification of the RIR as well as identi-
fication of the concatenated system of LRC filter cEQ[k] and RIR h[k],
i.e. v[k] = HCM[k]cEQ[k]. The post-filter p[k] can be used to further reduce
acoustic echoes (or even for system identification if it is properly designed).

The remainder of this chapter is organized as follows: Section 5.1 analyzes
the influence of the AEC system performance on the LRC system, i.e. the
influence of an imperfect estimate of the RIR on the LRC system. Further-
more, a method is proposed to increase the robustness of the LRC filter if
information about the AEC system performance is available in terms of its
system misalignment. Section 5.2 analyzes the influence of the LRC filter
on the AEC system, i.e. the influence of the colouration of the AEC input
signal introduced by the LRC filter in Section 5.2.1 and the identification
of equalized impulse responses in Setion 5.2.2. A combined system consist-
ing of two AEC filters and an LRC filter is discussed in Section 5.3, before
Section 5.4 concludes the chapter.

5.1 System Identification by AEC filters

As already emphasized in Chapter 4, a reliable estimate of the acoustic
channel h that has to be equalized is crucial for a satisfactory performance
of the LRC filter. In the combined system depicted in Figure 5.2, two AEC
filters cAEC,1[k] and cAEC,2[k] identify the time-varying acoustic channels.
Please note, that the post-filter p[k] depicted in Figure 5.1 will first be
neglected in the following.

An estimate of the acoustic channel h[k] can be obtained by an inner AEC
cAEC,1[k] lying in parallel to the RIR. The inner AEC cAEC,1[k] provides

an RIR estimate ĥ[k] of length LAEC by minimizing the mean squared error
signal E

{
|eAEC,1[k]|2

}
. This estimate is inevitable for the design of the LRC

filter and, thus, can not be avoided in practical systems.

Please note, that, in general, channel identification can also be obtained
blindly [YHC05], i.e. without reference signal. However, if a reference sig-
nal is available, as in the given structure depicted in Figure 5.2, channel
identification based on the reference channel usually leads to better results.

In addition to the inner AEC cAEC,1[k], an outer AEC cAEC,2[k] can further
reduce the acoustic echo ψ[k]. To achieve this, the outer AEC has to identify
the equalized acoustic channel. The outer AEC cAEC,2[k] can either exploit

the error signal of the inner AEC eAEC,1[k] = ψ[k]− ψ̂1[k] or work directly
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near end room
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h[k]
x[k]
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y[k]

ŷ[k]

S1

Figure 5.2: Block diagram of the combined system.

on the microphone signal y[k]. This can be chosen by switch S1 in Figure 5.2.
For the latter case, the inner AEC is solely used for system identification
needed for the LRC filter, but it does not contribute to the compensation
of the acoustic echo.

5.1.1 LRC Performance in Dependence of AEC System
Distance of the Inner AEC

Since the LRC filter has to be placed in front of the acoustic environment,
an estimate of the RIR h[k] is needed as it can be seen e.g. from (4.4.6).
Even for the adaptive algorithms discussed in Section 4.5, an estimate of
the RIR is needed for the update paths of the filtered-X LMS schemes.
Since the LRC filter depends on a reliable estimate ĥ[k] of the RIR to be
equalized, the current convergence state of the inner AEC is particularly
important for the LRC filter [GKMK08d].

An AEC provides an estimate of the RIR which can be used by the equalizer.
Another method to access the RIR would be, for example, ongoing mea-
surement by means of maximum length sequences (MLS) [BA83], sweeps
[MM01] or similar excitation signals. However, this would be a protracted
process because averaging over time is necessary and it would result in an
audible perturbation for the near-end listener. Furthermore, system identi-
fication by means of measurement as well as by using an AEC filter never
leads to the true RIR h[k], but only to an erroneous version h̃[k]. If an
AEC is used for system identification, firstly only the first part of the RIR
is identified due to the limited AEC filter length LAEC while the tail of the
RIR remains unidentified [BMS98b] as it is visualized in Figure 5.3. The
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nature of the tail will of course have influence on the typical estimation
error and, thus, have influence on the LRC filter error. Secondly, even the
RIR estimate of the first LAEC filter coefficients will be biased due to the
influence of the unmodelled tail [BMS98b, Kal07, GKMK07] which further
increases the estimation error h̃[k].

+
-

cEQ[k]

cAEC[k]

h[k]

s[k] x[k]

ψ̂[k]

ψ[k] eAEC[k]
near-end room

4000300020001000

h
[k

]

k

1

0.5

0

0

LAEC Lt

Figure 5.3: System for listening-room compensation with an acoustic echo can-
celler for system identification.

With the definition of the AEC system misalignment vector in (3.1.1) the
RIR can be split up in two parts (cf. also Figure 4.18 in Section 4.4.2):

h[k] = cAEC[k] + h̃[k] (5.1.1)

with

h[k] = [h0[k] , h1[k] , ... , hLh−1[k]]
T

(5.1.2)

cAEC[k] = [cAEC,0[k], cAEC,1[k], ..., cAEC,LAEC−1[k],

0, ..., 0]
T

(5.1.3)

In (5.1.1), cAEC[k] can be interpreted as an estimate ĥ[k] for the true RIR
h[k], and h̃[k] is the estimation error (cf. also (3.1.1) to (3.1.3) on p. 34).
Figure 5.4 shows the system of LRC filter cEQ[k] and AEC cAEC[k] and
the decomposition of the RIR h[k] into the part modelled by the AEC and
the system misalignment h̃[k].
The AEC filter is updated by minimizing its error signal E

{
e2AEC[k]

}
by

a gradient algorithm (e.g. the PFBLMS [Shy92]). Thus, especially in pe-
riods of initial convergence or after RIR changes the system identification
is insufficient and an LRC filter designed on its basis will introduce severe
speech distortions.
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h̃[k]

s[k] y[k]x[k]
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ψ̂[k]

near-end room h[k]

Figure 5.4: Combined system of LRC filter and acoustic echo canceller. The
RIR can be split into a part modelled by the AEC cAEC[k] and the
system misalignment h̃[k].

To visualize the performance of the LRC filter in dependence of the
AEC filter’s performance, the convergence curves of the dFxLMS algo-
rithm (cf. Section 4.5.3) are shown in Figure 5.5 in terms of signal-
to-reverberation-ratio enhancement (SRRE) for different system distances
DdB = 10log10||h̃||2/||h||2 of the inner AEC. Low values forDdB are reached
for a well converged AEC that delivers reliable RIR estimates. DdB = 0 dB
indicates initial convergence.

The performance is shown exemplarily for the two impulse responses h3 (left
panels) and h4 (right panels) which were already depicted in Figure 3.6 on
page 40. It can be seen that the performance of the LRC filter increases
with the convergence of the inner AEC. If the AEC performance is poor,
the LRC performance is drastically reduced. If a certain amount of system
identification is reached (DdB < −2 dB) an enhancement in terms of SSR
can be obtained.

In panel (d) of Figure 5.5, two additional curves are depicted in thicker
lines that show the influence of the overclocking factor O of the dFxLMS
algorithm for a relative system distance of DdB = −11 dB. It can be seen
that faster convergence of the LRC filter can be obtained by increasing O as
already discussed in Section 4.5.4 for the dFxLMS algorithm. However, the
maximum performance of the LRC filter after convergence is determined by
the relative system distance of the inner AEC filter DdB.
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Figure 5.5: LRC performance in terms of SRRE obtained by the LRC filter
for different system distances DdB of the inner AEC. Input signal
is white Gaussian noise. Panels (c) and (d) show results for the
different RIRs depicted in panels (a) and (b), respectively.

5.1.2 Increasing LRC Robustness based on AEC Per-
formance

Estimation errors h̃[k] are inevitable in practically relevant systems and, as
shown before, may drastically decrease the LRC filter performance. LRC
filters that have large energy may also lead to large distortions in case of
estimation errors h̃ 6= 0. To decrease the energy of the inverse filters, a
regularization term δ||cEQ||2 can be incorporated in the cost function to be
minimized [HDM07, KGD13b].

argmin
cEQ

eEQ,δ = ||HCMcEQ − d||2 + δ||cEQ||2 (5.1.4)

In (5.1.4), δ is a regularization parameter controlling the ratio between
minimization of the error energy ||HCMcEQ − d||2 and the energy of the
LRC filter ||cEQ||2. Setting the gradient of (5.1.4) to 0, i.e.

∂eEQ,δ

∂cEQ
= 2HT

CMHCMcEQ − 2HT
CMd+ 2δcEQ = 0, (5.1.5)
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leads to the regularized LS LRC filter [HDM07, KGD13b], also known as
the MMSE solution [Kam08]

cEQ =
(

Ĥ
T

CMĤCM + δI
)−1

Ĥ
T

CMd. (5.1.6)

Thus, in the following, the estimation error will be incorporated in the LRC
filter design to increase the filter robustness.
For a known misalignment vector h̃[k] at a fixed time instance k the LRC
filter’s error signal is given by

eEQ[k] = sT [k](ĤCM + H̃CM)cEQ − sT [k]d, (5.1.7)

with the convolution matrices of the RIR estimation error

H̃CM = convmtx{h̃[k],LEQ} (5.1.8)

and of the RIR estimate

ĤCM = convmtx{cAEC[k],LEQ}. (5.1.9)

Minimization of E
{
e2EQ[k]

}
according to (5.1.7) leads to

cEQ =
(

Ĥ
T

CMĤCM + H̃
T

CMH̃CM + Ĥ
T

CMH̃CM + H̃
T

CMĤCM

)−1

·
(

ĤCM + H̃CM

)T

d. (5.1.10)

With the simplifying assumption of h̃ and ĥ being uncorrelated,

i.e. E{H̃T

CMĤCM} = 0, and a zero-mean system misalignment vector

E
{

h̃
}

= 0 the LRC filter coefficients can be recalculated to a reduced

solution, i.e.

cEQ =
(

Ĥ
T

CMĤCM + H̃
T

CMH̃CM

)−1

Ĥ
T

CMd. (5.1.11)

The system misalignment vector h̃[k] is unknown for real-world environ-
ments and difficult to estimate on its full length. However different al-
gorithms exist for estimating the norm of the system misalignment vector

E
{

||h̃[k]||2
}

, often also called coupling factor [MPS00], because it describes

the coupling between loudspeaker and AEC error signal eAEC[k] if no dis-
turbances are present. A prominent method to estimate the norm of h̃[k]
is to introduce an artificial delay of L∆ ≈ 20 to 40 samples directly after
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the microphone and to extrapolate the system misalignment of the AEC
filter at those coefficients to the full length of the filter. For a more detailed
description see [MPS00, AGQ97]. In this contribution the estimate of the
norm of the system misalignment is based on the ratio of the power of the
AEC error signal e2AEC[k] and the power of the loudspeaker signal x2[k]
which is updated in periods of an inactive near speaker (sn[k] = 0).

E
{

||h̃[k]||2
}

= αgE
{

||h̃[k − 1]||2
}

+ (1− αg)
e2AEC[k]

x2[k]
(5.1.12)

with the smoothed powers

e2AEC[k] = αee2AEC[k − 1] + (1− αe)e
2
AEC[k] (5.1.13)

x2[k] = αxx2[k − 1] + (1− αx)x
2[k] (5.1.14)

A voice activity detector (VAD) is implemented based on the normalized
cross correlation approach by [KMK05, RGH+11]. This VAD is needed
anyway by the AEC to stop the adaptation in presence of an active near
speaker and thus does not lead to an increased computational load.
With the assumption of a white system misalignment, (5.1.11) can be ap-
proximated by

cEQ =
(

Ĥ
T

CMĤCM + E
{

||h̃||2
}

I
)−1

Ĥ
T

CMd, (5.1.15)

only depending on accessible variables, such as the convolution matrix ĤCM

built from the AEC coefficients, the norm of the AEC misalignment vector

E
{

||h̃||2
}

given by (5.1.12), and the desired response d.

In the following section, the EQ design rules given by (5.1.10), (5.1.11), and
(5.1.15) are evaluated by means of their performance to reduce reverberation
introduced by the RIR.

Simulation Results

The filter length of the AEC for the following simulations is LAEC = 2048
and the LRC filter length is LEQ = 1024, respectively. For the AEC filter
update, a PFBLMS algorithm [Shy92] is used. The RIR was simulated
[AB79] having a length of Lh = 4096 for different room reverberation times
of τ60 = {200, 400, 900} ms. The desired system vector d is chosen to be a
40th order FIR highpass with band limit at 200 Hz at a sampling frequency
of fs = 8000 Hz. The delay introduced by the equalizer is k0 = 170 samples.
Figure 5.6 compares the LRC filters according to Eqns. (4.4.13), (5.1.10),
and (5.1.15) by means of the SRRE for the different room reverberation
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times τ60 ranging from 200 ms (upper panels) to 900 ms (lower panels)
depending on the AEC convergence state expressed by means of its nor-
malized system misalignment DdB. To avoid the non-uniqueness problem
for the RIR identification [BMS98b] we restrict the number of loudspeakers
to P = 1. Simulation results for Q = 1 (single-channel case) and Q = 4
microphones are shown in Figure 5.6 in the left and right part, respectively.
For the multi-channel case (sub-plots (d)-(f)) the SRRE is averaged over
all channels. The microphones were arranged in a line array with an inter-
microphone distance of 5 cm.
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Figure 5.6: Comparison of EQ designs according to Eqns. (4.4.13), (5.1.10), and
(5.1.15) by means of the SSRE in dependence of the AEC system
misalignment in dB for different room reverberation times τ60 =
200 ms to 900 ms.

The solid lines in Figure 5.6 show the filter performance for the LRC filter
design based on the RIR estimate delivered by the AEC only, which means
that the least-squares LRC filter (4.4.13) is applied by taking the AEC filter
coefficients as a direct estimate for the RIR h̃. It can be seen, that a direct
and straightforward implementation of (4.4.13) by applying an AEC for
system identification may not lead to sufficient improvement or even to a
deterioration of the SRR for a high system misalignment DdB which will be
the case most of the time for high room reverberation times.
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The horizontal dash-dotted lines indicate the performance of an EQ designed
according to (5.1.10) with a-priori knowledge of the full system misalign-
ment vector h̃[k]. Thus, they can be interpreted as upper limits for the
improvement that can be achieved by the LRC filter for given RIRs and a
given LRC filter order. It should be mentioned that the maximum achiev-
able SRR improvement depends on the room reverberation time and the
absolute positions of sources and microphones. Numerous positions have
been simulated and Figure 5.6 shows some representative results. It can
be seen that the maximum possible SRR enhancement decreases for higher
room reverberation times due to the higher energy in the reverberant tail
of the RIRs and also for the multi-channel case (right panels) compared to
the single-channel case (left panels). The latter is due to the fact that the
equalization is done by one filter for all four RIRs and, thus, a mean equal-
ization is achieved [EN89]. This leads to a loss of SRR enhancement but
to an increased spatial robustness which is very important in a hands-free
scenario, since the user will not be located exactly at the positions of the
microphones (cf. Section 4.4.2).

The dashed curves show the LRC filter performance if only the norm of the
system misalignment is known a-priori and the dotted line if it is estimated
by (5.1.12). It can seen that the use of ||h̃[k]||2 leads to significant improve-
ments compared to the use of the RIR estimates given by the AEC only
and that it is a good approximation of the use of the misalignment vector
especially for higher room reverberation times and for a multi-channel sce-
nario. The use of (5.1.12) as an estimate for E{||h̃[k]||2} for the proposed
EQ design (5.1.15) leads to good approximations.
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Since the user of a hands-free system will not be located directly at the posi-
tion of the microphones an example for an EQ design with spatial mismatch
is shown in Figure 5.7.
The distance between the user and the microphone array, for which the RIR
identification is done, is 20 cm. As it can be seen from Figure 5.7, a spatial
displacement of course degrades the performance of the system compared
to Figure 5.6 (f) but an SRR gain of about 5 dB is still possible, which is
quite a good result considering the findings in [RWK00].

5.1.3 Post Filter for System Identification

As described in Section 3.3, AEC filters can be supported by AES post-
filters, i.e. short-term spectral suppression. Figure 5.8 shows a system
which combines an LRC filter cEQ[ℓ] in block-time domain with an AEC
filter cAEC[ℓ] and an AES post-filter p[ℓ]. The AES filter has to rely on an
estimate of the residual echo PSD Φξξ[ℓ]. One way to obtain the residual
echo PSD is system identification by means of the residual echo estimation
filter cREEF[ℓ] depicted in Figure 5.8 [GKMK06b, XAG12] (cf. also Sec-
tion 3.3). The adaptation speed of the identification filters in Figure 5.8
is controlled by a double-talk detection (DTD) algorithm (to which also
the delay z−N in Figure 5.8 belongs). However, this block is not further
described in the following, the interested reader may refer e.g. to [MPS00].

+-
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Figure 5.8: Block diagram of LRC filter cEQ[ℓ], AEC filter cAEC[ℓ] and AES
filter p[ℓ] including residual echo estimation filter cREEF[ℓ].

In the following, the system identification performance will be analyzed in
combination with the LRC filter cEQ[ℓ]. Figure 5.9 shows simulation re-
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sults for filter lengths of LEQ = 1024 for the LRC filter and LAEC = 1024 for
AEC and residual echo estimation filter, respectively, at a sampling rate of
8 kHz. The LRC filter is updated by a dFxLMS algorithm (cf. Section 4.5.3)
with overclocking factor of O = 4.
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(black), and near-end speaker’s signal sn(t) (grey) including double-
talk, (b) SRR performance of the LRC system, (c) system distance
DdB of the AEC/AES systems.

Figure 5.9 shows the combined system’s performance for the possible sys-
tem identification strategies if (i) only AEC is used for system identification
(black solid lines in panels (b) and (c)), (ii) only the residual echo esti-
mation filter is used for system identification (dashed lines), and (iii) both
systems are used for system identification (dashed-dotted lines). Signal-to-
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reverberation-ratio (SRR) and system distance DdB are shown in panels (b)
and (c), respectively, as measures for the performance of the LRC and AEC
filters.
As shown in Figure 5.9 (c), the residual echo estimation filter cREEF[ℓ] leads
to better system identification results than cAEC[ℓ] despite the fact that both
filters have the same length LAEC. This is mostly due to the larger step-size
for cREEF[ℓ] that is necessary to track changes of the inner filters. Highest
performance is achieved if both filters are activated. Same tendency can
also be observed for the LRC performance in panel (b). Although AEC
filter cAEC[ℓ] and residual echo estimation filter cREEF[ℓ] lie in parallel as it
can be seen in Figure 5.8, have the same filter length LAEC and depend on
the correlation of the same input signal x[ℓ], their system identification, by
this the influence on the LRC filter and in turn on their own input signal’s
correlation may be different.

5.2 AEC Performance in Dependence of LRC
System

While the influence of the AEC filter on the LRC system was analyzed in the
previous Section 5.1, this section will now focus on the influence of the LRC
system on the AEC. Since the discussed system in Figure 5.2 uses two AEC
filters, i.e. the outer AEC and the inner AEC, the following Section 5.2.1
will analyze the influence of the LRC filter on the inner AEC before the
performance of the outer AEC will be analyzed in Section 5.2.2 which has
to identify the system of LRC filter and RIR.

5.2.1 Performance of Inner AEC in Dependence of
Equalizer

It is known that gradient algorithms for AEC perform better for uncorre-
lated input signals such as Gaussian white noise [Hay02]. An LRC filter
which is located in front of the AEC input signal x(t) will change the sig-
nal correlation, i.e. for a white input signal it will introduce correlation.
Figure 5.10 shows the performance of the inner AEC in terms of relative
system distance DdB(t) for different LRC filter types in panel (c) for white
Gaussian input x(t) and in panel (d) for the speech signal x(t) depicted in
panel (b), respectively. The corresponding RIR h is depicted in panel (a).
The AEC filter length is LAEC = 1024, the LRC filter length LEQ = 1024,
and the length of the RIR is Lh = 4096, respectively.
The results in panel (c) for a white Gaussian input signal x(t) show that best
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Figure 5.10: Performance of inner AEC in dependence of different update
strategies of the preceding LRC filter. RIR to be identified is shown
in panel (a), panel (b) shows speech excitation signal to generate
results in panel (d). System performance in terms of the AEC’s
relative system distance is shown in panels (c) and (d) for white
and speech excitation x(t), respectively. Panels (e) to (l) show the
system distance vectors h̃ for different LRC approaches after 1 sec
and 3 sec convergence of the inner AEC, respectively.
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performance of the AEC filter is achieved if the LRC filter is switched off
while worst behaviour is archived for the least-squares (LS) and weighted
least-squares (WLS) LRC approaches since these introduce most correla-
tion. Please note that in Figure 5.10 the least-squares approach appears
two times (curves labels by ’LS’ and ’LS, a priori init.’). The latter is gen-
erated by providing perfect knowledge about the true RIR h immediately
to the LRC filter, i.e. no convergence for the LRC filter is needed and thus
the LRC filter is perfectly converged from the beginning. All other curves
are generated by the more realistic assumption that both systems update
their coefficients in parallel, i.e. mutually influence each other. It can be
seen that perfect initialization of the LRC filter by providing the true RIR
h immediately introduces correlation leading to worst performance of the
inner AEC directly at the beginning. If both systems are updated in par-
allel, correlation is more slowly introduced by the LRC filter, allowing the
inner AEC filter to initially converge faster. Furthermore, it can be seen
from Figure 5.10 that the LRC filters based on the RIR shaping approaches
(ISPP, ISpN, WLS) perform better than the LS approach. The AEC per-
formance, if the dFxLMS algorithm described in Section 4.5.3 is used, is
closer to the performance without LRC filter, especially for small overclock-
ing factor O. For speech input (cf. panel (d)), convergence of the inner
AEC while using the dFxLMS algorithm to update the LRC filter is even
faster than without LRC filter while the other LRC approaches show similar
performance. It seems that the dFxLMS gradient algorithm has a positive
effect on the signal’s statistical properties here.

Panels (e) to (l) in Figure 5.10 show the respective system misalignment
vectors h̃ of the inner AEC at two distinct time instances (t = 1 sec and
t = 3 sec) for the different LRC approaches. For the case that the LRC
filter is switched off (panels (e)), it can e.g. be seen that obviously after
3 sec the inner AEC filter shows better convergence than after 1 sec and
after 3 sec, the unmodelled tail of the RIR is clearly visible for the system
distance vector h̃off . However, for the other LRC approaches, the system
distance vectors, a considerable system identification error remains also for
the first LAEC coefficients that should be identified by the inner AEC filter.

5.2.2 Performance of Proportionate Update Schemes
for Outer AEC

In addition to the inner AEC cAEC,1[k], an outer AEC cAEC,2[k] can further
reduce the acoustic echo ψ[k] as depicted in Figure 5.2.

It could be assumed that the echo reduction task for the outer AEC would
be easier if the inner AEC already achieved a certain echo reduction. How-
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ever, the outer AEC has to track changes caused by adaptation of inner
AEC and LRC filter. Therefore, a sufficiently fast adaptation is needed
for the outer AEC especially since also the inner filters need to adapt as
fast as possible, e.g. since an RIR estimate is needed quickly for the LRC
filter. To achieve a higher amount of echo reduction than the inner AEC
alone, the filter length of the outer AEC should be greater than that of
the inner AEC which unfortunately leads to a decreased convergence speed
[BDH+99]. Here, proportionate update schemes can be a solution.
Please note, that depending on S1 in Figure 5.2 the system to be identified
by the outer AEC is either the equalized system

v[k] = HCM[k]cEQ[k] (5.2.1)

(S1 in Figure 5.2 in upper position) or the concatenated system of LRC
filter and system distance of the inner AEC,

v′[k] = convmtx
{

h[k]−
[
cTAEC,1[k],0

T
]T

,LEQ

}

cEQ[k] (5.2.2)

= H̃[k]cEQ[k] (5.2.3)

(S1 in Figure 5.2 in lower position). The outer AEC may observe a sparse
IR for switch S1 in upper position and if the LRC filter performs well, i.e. a
delayed delta function could be achieved for the case of perfect least-squares
equalization. In this case, proportionate update schemes [Dut00, BHCN06]
as introduced and analyzed in Section 3.2.2 can be applied for the outer
AEC. However, for the case that the system v′[k] as defined in (5.2.2) has
to be identified, the equalized system may not be sparse since the equalized
system v′[k] results from a convolution of the LRC filter cEQ[k] with the

system misalignment vector h̃[k] and not with the RIR h[k] the LRC filter
has been designed for. As it can be seen panels (e)-(l) in Figure 5.10, the
system misalignment vector h̃[k] may look very different from a usual RIR.
This is further illustrated in Figure 5.11.
The upper part of Figure 5.11 shows a RIR h in panel (a) and the respective
equalized IR v in panel (b) after processing by an LS LRC filter of length
LEQ = 1024. The lower part of Figure 5.11 shows a system distance vector

h̃ which results from h after identification of the first 256 coefficients by an
AEC filter in panel (c) and the resulting IR v′ if the LRC filter is applied
to h̃ in panel (d), respectively. While v can be considered as sparse, v′ is
more dispersive.
It was shown in Figure 3.13 on page 50 that identification of a perfectly
equalized IR can be done efficiently by proportionate update schemes.
However, if an outer AEC is concatenated to the inner AEC to increase
the echo reduction, i.e. switch S1 in Figure 5.2 is in lower position, the
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Figure 5.11: Illustration of equalized systems v and v′ according to (5.2.1) and
(5.2.2), respectively.

outer AEC has to identify v′[k] given in (5.2.2). The LRC filter is designed
to equalize h[k], thus the resulting system v′[k] will not be as sparse as
assumed, which was visualized in Figure 5.11.
Figures 5.12 and 5.13, thus, show the performance of NLMS, PNLMS
and IPNLMS for two systems v′[k] exemplarily, one obtained using white
noise input after sufficient convergence of the inner AEC (Figure 5.12),
i.e. the first 1024 samples have been identified by an inner AEC, and one for
speech input after only partly convergence of the inner AEC (Figure 5.13).
Although the system to be identified is not really sparse especially in Fig-
ure 5.13, the IPNLMS is still a good choice and can be used as an update
scheme for the outer AEC.
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Figure 5.12: Comparison of NLMS, PNLMS and IPNLMS for impulse response
v′[k] depicted in panel (a) (after sufficiently long convergence of the
inner AEC ) that may be observed by outer AEC. Panels (c) and
(e) show the performance in terms of relative system distance DdB

and ERLE of the outer AEC, respectively, for a white excitation
signal and panels (d) and (f) show the respective performance of
the outer AEC for the speech excitation signal depicted in panel
(b).
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Figure 5.13: Comparison of NLMS, PNLMS and IPNLMS for impulse response
v′[k] depicted in panel (a) (after insufficient convergence of the
inner AEC ) that may be observed by outer AEC. Panels (c) and
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and ERLE of the outer AEC, respectively, for a white excitation
signal and panels (d) and (f) show the respective performance of
the outer AEC for the speech excitation signal depicted in panel
(b).
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5.3 Combined System of LRC Filter, Inner
and Outer AEC

For evaluation if an outer AEC should rely on the error signal of the inner
AEC (switch S1 in Figure 5.2 in lower position) or work independently
(switch S1 in Figure 5.2 in upper position) these two systems are compared
in Figure 5.14. If the outer AEC directly depends on the error signal of
the inner AEC the total ERLE of the combined system

ERLEtotal = ERLE1 + ERLE2 (5.3.1)

= 10 log10
E{ψ2[k]}

E{e2AEC,2[k]}
(5.3.2)

can be calculated from

ERLE1 = 10 log10
E{ψ2[k]}

E{e2AEC,1[k]}
(5.3.3)

achieved by the inner AEC and

ERLE2 = 10 log10
E{e2AEC,1[k]}
E{e2AEC,2[k]}

(5.3.4)

achieved by the outer AEC as depicted in Figure 5.14.
Panels (a) and (b) of Figure 5.14 show simulation results for white excitation
and speech excitation, respectively. Simulation results ERLE1+ERLE2 are
shown for a system based on inner AEC updated by an NLMS algorithm
and outer AEC updated by an IPNLMS algorithm (dashed grey line, switch
S1 in Figure 5.2 is in lower position) as well as for the case that switch S1
in Figure 5.2 is in upper position (dash-dotted grey line). The solid black
line and the dotted grey line show the contributions of the inner AEC and
the outer AEC for the combined system (dashed line).
It can be seen from Figure 5.14 that, although the IR to be identified by
the outer AEC v′[k] may not always be sparse, the system that exploits
echo reduction of both filters (switch S1 in Figure 5.2 is in lower position)
leads to a higher amount of echo reduction. At all the AEC performance
has been increased by about 50% by adding an outer AEC.
The previous simulation results (Figure 5.14) showed that a combined sys-
tem of inner AEC and outer AEC relying on the error signal eAEC,1[k]
which is updated by the IPNLMS algorithm shows good performance for
sparse IRs and even if the system v′[k] is not always sparse, e.g. in periods
of convergence of inner AEC or LRC filter.
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One further advantage of the proportionate update schemes is, that their
convergence speed can be increased by a higher step-size µ[k]. This will
be visualized in Figure 5.15 for a white Gaussian excitation sf [k] and in
Figure 5.16 for speech as input sf [k].
The convergence of the inner AEC is depicted in terms of relative system
distance D1,dB in panels (b) of Figures 5.15 and 5.16. The correspond-

ing system distance vector h̃1 is depicted exemplary for time instances
{1, 3, 5, 8, 10} s in panels (c). Since the outer AEC has to identify the
system v′[k], the equalizer coefficients are shown in panels (d) and the sys-
tem v′ is depicted in panels (e) at the respective time instances. Panels (f)
show the performance of the LRC filter in terms of SRRout and SRRE and
panels (g) compare NLMS, PNLMS and IPNLMS for the outer AEC in the
proposed system when all three adaptive filters are active.
If the step-size µ[k] is considered to be the same for NLMS, PNLMS and
IPNLMS, µ = 0.05 was found to be the highest possible step-size for the
outer AEC to work for all algorithms. Here, the NLMS is the limiting algo-
rithm while for PNLMS and IPNLMS higher step-sizes can be chosen. As
it can be seen from Figures 5.15 and 5.16, the use of PNLMS and IPNLMS
already achieves slight performance gains if the same step-size is chosen
(µ = 0.05). If the step-size is increased for PNLMS and IPNLMS (which is
not possible for NLMS) the performance can be further increased.
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5.4 Chapter Summary

In this chapter, different possibilities for combinations of subsystems for
AEC/AES and LRC and the respective mutual influences of these subsys-
tems have been analyzed. Since all LRC approaches need knowledge about
the RIR to be equalized, reliable system identification is crucial for the
LRC filters. The system identification can be obtained from the inner AEC
(cf. Section 5.1.1) or a combined system of inner AEC and AES post-filter
if the AES filter is based on the proposed REEF (cf. Section 5.1.3).
The influence of system estimation errors on the LRC systems have been an-
alyzed in Section 5.1. If the AEC filter’s convergence state (system distance)
is known or can be estimated, a method to incorporate this knowledge has
been proposed in Section 5.1.2.
Not only has the convergence state of the AEC substantial influence of the
performance of the LRC filter, but the LRC system also changes the input
signal’s correlation of the AEC filter since it is located in the AEC filter’s
input path and, by this, also has influence on the AEC filter’s performance.
This influence has been analyzed in Section 5.2.1 for the inner AEC.
An additional outer AEC was proposed to archive additional echo reduc-
tion. For the outer AEC, the system to be identified depends on the use of
the inner AECs error signal. It has been shown that an additional outer
AEC may be advantageous and that for the update of this outer AEC pro-
portioned update schemes may be used, even if the assumption of a strictly
sparse impulse response to be identified may not hold (cf. Section 5.2.2).
Based on these findings, a combined system based on one LRC filter and
two AEC filters has been proposed and analyzed in Section 5.3.



Chapter 6

Summary and Possible
Future Work

6.1 Summary

Hands-free communication systems suffer from acoustic disturbances such as
ambient noise, acoustic echoes and room reverberation that decrease speech
quality or even speech intelligibility and, thus, have to be removed from
the transmission signals. While the combination of systems for acoustic
echo cancellation and noise reduction has already been studied extensively
in the literature, this thesis focused on the combinations and the mutual
influences of subsystems for listening-room compensation and acoustic echo
cancellation for hands-free communication systems.
Reverberation is caused in enclosed spaces by numerous reflections of a
sound signal at the room boundaries (walls, floor, and ceiling) between the
sound source and the receiver. A high amount of reverberation decreases
speech intelligibility as it is obvious from speech in large rooms such as
churches. Digital filter structures for listening-room compensation are one
possibility to remove such reverberation by pre-processing a loudspeaker
signal, aiming at an anechoic signal at the position of a human listener or
a reference microphone. Thus, different methods for listening-room com-
pensation have been introduced and analyzed in this thesis, especially with
respect to robustness in terms of room impulse response estimation errors
and spatial mismatch between the reference microphone and the human
listener. It could be found that straightforward equalization of the acous-
tic channel, e.g. by least-squares approaches may lead to mathematically
promising results in case that no errors are present. However, these ap-
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proaches are very sensitive to estimation error which makes them practically
infeasible. In this thesis, the influences of estimation errors and spatial mis-
match has been analyzed and a method has been proposed to incorporate
the knowledge about imperfect RIR estimates in the LRC filter design. Ap-
proaches for room-impulse response reshaping showed higher robustness to
estimation errors and led to perceptually better results. To assess the in-
fluence on the quality of a dereverberated sound signal, extensive studies
have been performed in this thesis to identify appropriate objective quality
measures that show high correlation with ratings of human subjects. It has
been found that most state-of-the-art objective quality measures may not be
applicable for comparison of different LRC algorithms. Here, objective mea-
sures which are based on a model of the (human) auditory system showed
the most promising results. A further drawback of most LRC approaches
is the computational effort for the filter design. Most LRC filter designs
are, thus, hardly applicable in real-time systems. Thus, a new, quickly con-
verging gradient approach for update of the LRC filter coefficients has been
developed in this thesis.

Acoustic echoes are caused by the fact that the loudspeaker signal of the
system is picked up by its microphones again and transmitted back to the
far-end user. By this, the far-end user perceives his or her own voice delayed
by the round trip delay of the system which hampers speech communication.
Acoustic echo cancellers and acoustic echo suppression filters remove this
disturbance from the microphone signal and usually inherently estimate the
acoustic channel at the same time. This information is crucial for the LRC
system since its performance is drastically decreased for an RIR estimate of
insufficient quality. However, not only the LRC approaches are influenced
by the AEC filter that provides the RIR estimate needed. Since the LRC
filter usually is located in front of the input path of the AEC filters, it has
direct influence on the correlation of the AEC filters’ input signal and, by
this, on their convergence. These mutual influences have been investigated
in this thesis and selection strategies for system combinations and gradient
update strategies have been discussed. Especially, the application of propor-
tionate filter update strategies has been investigated for the identification
of equalized channels. Although the equalized systems to be identified not
always have sparse nature, which would be optimum for proportionate up-
date schemes, (partly) proportionate update schemes are applicable for the
identification of equalized acoustic channels.
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6.2 Possible Future Work

Regarding objective quality measures for listening-room compensation, no
generally applicable objective measure could yet be identified in this thesis.
Measures for speech intelligibility often are based on models for speech per-
ception such as amplitude modulation. Some initial promising results could
be found for speech intelligibility measures assessing speech quality which
not yet have been presented in the thesis and allow for further research.
Here, a combination of the so-called speech transmission index (STI), a
common measure to assess speech intelligibility which is based on speech
amplitude modulation, could be examined and possibly combined with the
SRMR quality measure which is based on similar ideas. In general, more
knowledge about the properties of the human auditory system should be
incorporated in the objective quality assessment, such as spectral and tem-
poral masking, or differences in the perceptual influence of spectral peaks
and spectral dips in acoustic transfer functions. The evaluated quality mea-
sures are not only applicable to algorithms for listening-room compensation,
but also to reverberation suppression approaches. Also here, further studies
are necessary.
Regarding algorithms for listening-room compensation, further research is
needed on increasing the robustness of the respective algorithms to esti-
mation errors and spatial mismatch. Here, partial equalization approaches
that reshape the impulse response show promising results that need further
analysis.
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Appendix A

Objective Quality
Measures for LRC

This appendix describes the objective quality measures that were listed in
Tables 4.1 and 4.2 on page 73 without further explanation. They were used
for the correlation analysis in Section 4.2.2 to identify objective quality
measures for LRC that show high correlation with subjective ratings.

Section A.1 describes channel-based measures, i.e. algorithms that assess
quality based on knowledge about the impulse response or the transfer func-
tion, and Section A.2 describes the signal-based measures, which can also
be applied if only output signals are available but no impulse responses or
transfer functions.

A.1 Channel-Based Measures

Room impulse responses (RIRs) and room transfer functions (RTFs) can
be characterized by several objective measures that mostly origin from the
research field of room acoustics, cf. e.g. [Kut00, ISO97, ISO06a, ISO06b,
Adr06]. Most of them are based on a ratio between early and late part of
the impulse response.

Since the IR of an equalized system v may look slightly different from com-
mon RIRs, Figure A.1 exemplarily shows an equalized impulse response v
of length Lv = Lh+LEQ−1 and illustrates some definitions that will be used
for the following objective measures. The position of the main peak of the
impulse response is denoted by k0 in Figure A.1. The lags corresponding
to 50 ms and 80 ms later than the position of the main peak of the im-
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Figure A.1: Magnitude of impulse response of an equalized system |v| =
|HCMcEQ| of length Lv in dB and the corresponding definitions
of the position of the main peak k0, the time lags following 50 ms
and 80 ms after this main peak k50 and k80 and the interval of 2 ·k∆
around the main peak. Sampling frequency is fs = 8 kHz.

pulse response k0 are denoted by k50 = ⌊0.05 s · fs⌋ and k80 = ⌊0.08 s · fs⌋,
respectively.
Channel-based measures that are widely used to characterize RIRs are de-
fined in the following as well for common RIRs h as for equalized systems
v = HCM · cEQ.

A.1.1 Definition

The ratio between the energy of the first 50 ms or the first 80 ms after the
main peak of an IR to the overall energy of the RIR is called Definition and
is denoted by D50 or D80, respectively [Kut00].

D50(v) =

k0+k50−1∑

k=k0

v2k

Lv−1∑

k=0

v2k

(A.1.1)

D80(v) =

k0+k80−1∑

k=k0

v2k

Lv−1∑

k=0

v2k

(A.1.2)

Equations (A.1.1) and (A.1.2) are slightly modified compared to their usual
definition in the literature [Kut00, Adr06] for the application to equalized
systems v which have their maximum at the desired system delay of the
equalizer k0 (cf. Chapter 4.4.1). Please note that the coefficients vk of the
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equalized system vector v have to be replaced by the RIR coefficients hk if
the definition measure is calculated for a RIR, i.e.

D50(h) =

k50−1∑

k=0

h2k

Lh−1∑

k=0

h2k

. (A.1.3)

In the following, only the definitions of channel-based objective measures
for the equalized system vectors v are given, which also hold for the RIR
vectors h.
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Figure A.2: Illustration of objective measure D50 for (a) RIR (τ60 ≈ 300 ms) and
(b) equalized system v obtained by LS-equalizer of length LEQ =
1024.

Figure A.2 visualizes the calculation of D50. The nominators of (A.1.1)
and (A.1.3) are shown in darker grey and the demoninators span the whole
IRs of length Lh and Lv, respectively.

The definition measure is motivated by the fact that the human auditory
system is capable to jointly perceive the first 50 ms of an impinging speech
signal. Thus, energy arriving within 50 ms increases intelligibility of speech
signals while energy that arrives later than 50 ms decreases speech intelli-
gibility [ISO97]. For music signals the D80 measure was found to be more
suitable [Kut00, Adr06].

A.1.2 Clarity

The so-called Clarity [Kut00], denoted here by C50 or C80, is the logarithmic
ratio of 50 ms (80 ms) after the main peak to the rest of the impulse response.
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C50(v) = 10 · log10

k0+k50−1∑

k=k0

v2k

k0−1∑

k=0

v2k +
Lv−1∑

k=k0+k50

v2k

(A.1.4)

C80(v) = 10 · log10

k0+k80−1∑

k=k0

v2k

k0−1∑

k=0

v2k +
Lv−1∑

k=k0+k80

v2k

(A.1.5)
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Figure A.3: Illustration of objective measure C80 for (a) RIR (τ60 ≈ 300 ms) and
(b) equalized system v obtained by LS-equalizer of length LEQ =
1024.

Again, equations (A.1.4) and (A.1.5) are slightly modified compared to the
literature [Kut00, Adr06] to account for equalized systems v. The IR por-
tions in nominators and denominators of (A.1.4) and (A.1.5) are visualized
in Figure A.3 in lighter and darker grey and the length definitions are
illustrated.

A.1.3 Central Time (CT)

The so-called Central Time CT [Kut00] is no direct ratio but the center of
gravity in terms of the energy of the RIR as visualized in Figure A.4.
The Central Time is defined as [Kut00]

CT(v) =

Lv−1∑

k=0

k · v2k
Lv−1∑

k=0

v2k

. (A.1.6)
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Figure A.4: Illustration of objective measure CT for (a) RIR (τ60 ≈ 300 ms) and
(b) equalized system v obtained by LS-equalizer of length LEQ =
1024.

A.1.4 Direct-to-Reverberation-Ratio (DRR)

The Direct-to-Reverberation-Ratio DRR [TS06] is defined as the logarithmic
ratio between the energy of the direct path of the impulse response and the
energy of all reflections. However, since the direct path, in general, does not
match the sampling grid, a small range around the main peak is considered
as the direct path energy [TS06, Hab07]:

DRR(v) = 10 · log10

k0+k∆∑

k=k0−k∆

v2k

k0−k∆−1∑

k=0

v2k +
Lv∑

k=k0+k∆+1

v2k

(A.1.7)

For this thesis, k∆ was chosen as k∆ = 4 ms · fs (cf. Figure A.1).

A.1.5 Spectral Variance

All measures described so far assess time-domain properties of the respec-
tive IR. Spectral quality measures will be described in the following. Since
equalization often aims at a flat spectrum, the variance (VAR) of loga-
rithmic overall transfer function vn = hncEQ,n was proposed in [Mou94] to
evaluate LRC algorithms.

VAR(v) =
1

nmax − nmin + 1

nmax∑

n=nmin

(20 log10|vn| − v̄dB)
2
. (A.1.8)
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In (A.1.8),

v̄dB =
1

nmax − nmin + 1

nmax∑

n=nmin

20 log10|vn| (A.1.9)

is the mean logarithmic spectrum and nmin and nmax the frequency indices
that limit the considered frequency range in which the equalized transfer
function is desired to be flat. Reasonable values for nmin and nmax can be
the cut-off frequencies of the desired system d defined in (4.4.3), to account
for the high-pass or band-pass characteristics.

|h
(f

)|
in

d
B

|h
(f

)|
in

d
B

|h
(f

)|
in

d
B

|v
(f

)|
in

d
B

|v
(f

)|
in

d
B

|v
(f

)|
in

d
B

f in kHzf in kHz

−30−30

−30−30

−30−30

−20−20

−20−20

−20−20

−10−10

−10−10

−10−10

1010

1010

1010

44

44

44

33

33

33

22

22

22

11

11

11

0

0

0

0

0

0

0

0

0

0

0

0

(a) RTF (τ60 ≈ 100 ms) (b) Equalized TF

(c) RTF (τ60 ≈ 300 ms) (d) Equalized TF

(e) RTF (τ60 ≈ 500 ms) (f) Equalized TF

VAR = 22.99 VAR = 4.77

VAR = 31.06 VAR = 21.77

VAR = 30.3 VAR = 25.32

Figure A.5: Illustration of variance (VAR) as an objective measure. (a),
(c), (e) RTFs h of different room reverberation time (τ60 ≈
{100, 300, 500} ms) and their variances according to (A.1.8); (b),
(d), (e) corresponding equalized systems v obtained by LS-equalizer
of length LEQ = 1024 and their variances.

The variance measure is illustrated in Figure A.5, here calculated with
lower and upper frequency limits at lags nmin = ⌊LDFT·200 Hz/fs⌋ and
nmax = ⌊LDFT·4000 Hz/fs⌋, respectively, which were chosen to reflect the
high-pass characteristic for the desired system d. Left-hand panels of Fig-
ure A.5 show RTFs characterized by different room reverberation times
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τ60 and right-hand panels show the corresponding equalized TFs gener-
ated by convolution of the respective RTF with an LS-LRC filter of length
LEQ = 1024. It can be seen that higher room reverberation times lead
to higher variance in the RTF and that equalization reduces the variance
measure VAR.

A.1.6 Spectral Flatness Measure (SFM)

A second measure that assesses a flat overall transfer function is the so-
called spectral flatness measure (SFM) [Joh88] that calculates the ratio of
geometric mean G(v) and the arithmetic mean A(v) of v.

SFM(v) =
G(v)

A(v)
=

N

√
∏N−1
n=0 |vn|2

1
N

∑N−1
n=0 |vn|2

(A.1.10)
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Figure A.6: Illustration of spectral flatness measure (SFM) as an objective qual-
ity measure. (a), (c), (e) RTFs h of different room reverberation
time and the corresponding SFM; (b), (d), (e) equalized systems v
obtained by LS-equalizer of length LEQ = 1024 and their SFM.



168 Appendix

The SFM is illustrated in Figure A.6 for the same RTFs (left panels) and
equalized transfer functions (right panels) as in Figure A.5 (however, this
time depicted with linear amplitude).

A.2 Signal-Based Quality Measures

Whenever impulse responses or transfer functions are not obtainable for
objective testing, e.g. for blind dereverberation [Hab07], algorithms have
to be evaluated based on the signals only. Thus, this section introduces
some technical quality measures that are based on the processed signal only
(mostly including a reference signal, i.e. intrusive measures).

A.2.1 Segmental Signal-to-Reverberation Ratio
(SSRR)

The most simple measures are the segmental signal-to-reverberation ratio
(SSRR) [NG05] and the SSRR enhancement (SSRRE) [GKMK08d] that
are defined similarly to SNR-based measures known from noise reduction
quality assessment. The segmental signal to reverberation ratio (SSRR) is
defined as

SSRRdB =
1

K/LBl

K/LBl−1
∑

ℓ=0

10 log10

∑LBl−1
k=0 ŷ[ℓLBl + k]2

∑LBl−1
k=0 (ŷ[ℓLBl + k]− y[ℓLBl + k])2

(A.2.1)
with K being the total length of the signal, LBl the block length (typi-
cally corresponding to 16-32 ms) and ℓ the block index. The signals y[k]
and ŷ[k] are the microphone signal and the reference signal, respectively
(cf. e.g. Figure 4.11).
The SSRR can be normalized by

SRREdB = SSRRdB − SSRRbypass (A.2.2)

with

SSRRbypass =
1

K/LBl

K/LBl−1
∑

ℓ=0

10 log10

LBl−1∑

k=0

ŷ[ℓLBl + k]2

LBl−1∑

k=0

(ŷ[ℓLBl + k]− yb[ℓLBl + k])2

(A.2.3)
In (A.2.3) yb[k] = sf [k] ∗ h[k] ∗ d[k] is the microphone signal processed by
an LRC switched to bypass, i.e. cEQ[k] = d[k]. To prevent a delay between
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y[k] and yb[k] the loudspeaker signal is pre-filtered by the desired system
d[k]. By this, SSRRE can be interpreted as the enhancement achieved by
the LRC filter compared to the case that the filter is switched off.

Usually, signal blocks not containing speech are neglected for the SSRR
measure since otherwise these blocks have strong influence on the measure
itself.

A.2.2 Frequency-Weighted SSRR (FWSSRR)

The frequency-weighted SSRR (FWSSRR) [Loi07] represents a first step
towards consideration of the human auditory system by analyzing the SSRR
in different frequency bands as given in Table A.1. For each band a weighting
factor wj exist which is related to the importance of the respective band and
is obtained from studies regarding the articulation index [QBC88, Loi07].

Band fc (in Hz) wj Band fc (in Hz) wj

1 50 0.003 14 1148 0.032

2 120 0.003 15 1288 0.034

3 190 0.003 16 1442 0.035

4 260 0.007 17 1610 0.037

5 330 0.010 18 1794 0.036

6 400 0.016 19 1993 0.036

7 470 0.016 20 2221 0.033

8 540 0.017 21 2446 0.030

9 617 0.017 22 2701 0.029

10 703 0.022 23 2978 0.027

11 798 0.027 24 3276 0.026

12 904 0.028 25 3597 0.026

13 1020 0.030 - - -

Table A.1: Center frequencies fc and scaling factors wj for band pass design
[QBC88, Loi07].

The FWSSRR is defined as [Loi07]
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FWSSRR =
10

Nℓ

Nℓ−1∑

ℓ=0

C∑

j=1

wj log10

[

(xŷ[ℓ, j])
2
/ (xŷ[ℓ, j]− xy[ℓ, j])

2
]

C∑

j=1

wj

(A.2.4)
with j, ℓ, C and Nℓ being the band index, the block index, the number of
bands considered and the number of blocks considered, respectively. xŷ[ℓ, j]
and xy[ℓ, j] are the band limited versions of y[k] and ŷ[k] after filtering with
the band passes according to Table A.1 for the block index ℓ and band j.

A.2.3 Weighted Spectral Slope (WSS)

The weighted spectral slope [Kla82, QBC88] assesses spectral variations
between the reference signal and the signal under test. Thus, first the
spectral slope for each frequency band j and block index ℓ is calculated
based on the first order difference

eŷ[ℓ, j] = xŷ[ℓ, j + 1]− xŷ[ℓ, j], (A.2.5)

ey[ℓ, j] = xy[ℓ, j + 1]− xy[ℓ, j]. (A.2.6)

With (A.2.5) and (A.2.6), the WSS is defined as

WSS =
1

Nℓ

Nℓ−1∑

ℓ=0





C∑

j=1

w[ℓ, j] (eŷ[ℓ, j]− ey[ℓ, j])
2



 . (A.2.7)

The weighting factors w[ℓ, j] in (A.2.7) are calculated by

w[ℓ, j] =
kmax

kmax + xmax[ℓ]− xŷ[ℓ, j]
· kloc,max

kloc,max + xloc,max[ℓ]− xŷ[ℓ, j]
, (A.2.8)

with xmax[ℓ] being the largest log-spectral magnitude among all bands,
xloc,max[ℓ] being the value of the peak closest to band j, and kmax = 20 and
kloc,max = 1 being constants which have been adjusted by linear regression
analysis to maximize correlation of WSS with subjective data [Kla82, Loi07].

A.2.4 Log-Spectral Distortion (LSD)

To account for logarithmic loudness perception of the human auditory sys-
tem the log-spectral distortion (LSD) compares logarithmically weighted
signal blocks y[ℓ] and ŷ[ℓ] in frequency-domain.
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LSD[ℓ] = ‖L{y[ℓ]} − L{ŷ[ℓ]}‖p (A.2.9)

For this work, p was chosen to be 2. The operator L{A[ℓ]} with A[ℓ] ∈
{y[ℓ], ŷ[ℓ]} is defined as

L{A[ℓ]} = max{20 log10(|A[ℓ]|), δ} (A.2.10)

δ = maxl,n{20 log10(|A[ℓ]|)} − 50. (A.2.11)

with a limit of the short-time spectra of 50 dB.

A.2.5 LPC-based Quality Measures

Since dereverberation of speech is the aim in most scenarios, objective qual-
ity measures based on the LPC models, such as the Log-Area Ratio (LAR),
the Log-Likelihood Ratio (LLR), the Itakura-Saito Distance (IS), and the
Cepstral Distance (CD) will be introduced in the following. Since LPC based
quality measures are quite common and well known e.g. in the research field
of noise reduction, the respective measures are just briefly defined and the
interested reader is referred to the literature, e.g. [Loi07, QBC88], for more
details.

Log Likelihood Ratio (LLR)

The log-likelihood ratio for a signal block is defined as [Loi07]

LLR[ℓ] = ln

(

aTy [ℓ] Rŷŷ[ℓ] ay[ℓ]

aTŷ [ℓ] Rŷŷ[ℓ] aŷ[ℓ]

)

(A.2.12)

with the auto-correlation matrix Rŷŷ[ℓ] and the LPC coefficient vectors of
the signal blocks y[ℓ] and ŷ[ℓ],

aŷ[ℓ] = [1,−aŷ[1, ℓ],−aŷ[2, ℓ], . . . ,−aŷ[p, ℓ]]T , (A.2.13)

ay[ℓ] = [1,−ay[1, ℓ],−ay[2, ℓ], . . . ,−ay[p, ℓ]]T (A.2.14)

that can e.g. obtained by Levinson-Durbin-recursion [KK09].

Itakura-Saito Distance (ISD)

The Itakura-Saito distance is defined as [QBC88]

ISD[ℓ] =
Gŷ[ℓ]

Gy[ℓ]

aTy [ℓ] Rŷŷ[ℓ] ay[ℓ]

aTŷ [ℓ] Rŷŷ[ℓ] aŷ[ℓ]
+ log

(
Gŷ[ℓ]

Gy[ℓ]

)

− 1 (A.2.15)
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with Gŷ[ℓ] = rTŷŷ[ℓ]aŷ[ℓ] and Gy[ℓ] = rTyy[ℓ]ay[ℓ] being the all-pole amplifi-
cation factors depending on the LPC coefficients and the auto-correlation
sequences rŷŷ[ℓ] and ryy[ℓ].

Log-Area Ratio (LAR)

The log-area ratio [HP98] is defined as

LAR =

∣
∣
∣
∣
∣

1

Nℓ

Nℓ∑

ℓ=1

[

log10

(
1 + rŷ[ℓ]

1− rŷ[ℓ]

)

− log10

(
1 + ry[ℓ]

1− ry[ℓ]

)]2
∣
∣
∣
∣
∣

1
2

. (A.2.16)

In (A.2.16), rŷ[ℓ] and ry[ℓ] are the LP reflection coefficients [HP98, VM06].

Cepstral Distance (CD)

The cespstral distance is defined as [VHH98]

CD =
1

K/L

K/L
∑

ℓ=1







10

ln10
·

√
√
√
√[cŷ[1, ℓ]− cy[1, ℓ]]

2
+ 2

m∑

j=2

[cŷ[j, ℓ]− cy[j, ℓ]]
2






.

(A.2.17)
In (A.2.17), cŷ[j, ℓ] and cy[j, ℓ] are the cepstral coefficients for the block ℓ
that can be calculated recursively from the prediction coefficients:

cy[1, ℓ] = −ay[2, ℓ] (A.2.18)

cy[j, ℓ] = −ay[j, ℓ]−
j−1
∑

i=1

(

1− i

j

)

· ay[i, ℓ] · ay[i− k, ℓ] (A.2.19)

A.2.6 Psychoacoustically Motivated Quality Measures

While LPC based measures described before are based on speech production
models, the psychoacoustically motivated measures that are described in
the following are based on findings in the auditory systems of humans and
animals. Thus, they model, how sounds are perceived by the human and due
to this may be more appropriate for assessing the perceived audio quality.

Bark Spectral Distortion (BSD)

An objective quality measure that is based on the so-called Bark bands is the
Bark spectral distortion measure (BSD) [WSG92, Yan99] which compares
perceived loudness incorporating spectral masking effects.
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Inside the cochlea, the auditory hair cells are located within the organ of
Corti on a thin basilar membrane. The hair cells are excited by the sound
waves travelling along the organ of Corti. High-frequency components excite
hair cells near the oval window while low frequency parts excite the hair cells
at the end of the organ of Corti. Thus, the cochlea performs a frequency-to-
place transform and, by this, a spectral analysis. The information gathered
by the hair cells is fed forward to the human brain via the auditory nerves.
However, this frequency analysis inside the cochlea is not a linear frequency-
place transform but a logarithmic one. Due to this, the frequency resolution
of the human auditory system is much better for low frequencies than for
high frequencies. Figure A.7 andTable A.2 illustrate the so-called critical
bands which are given in the pseudo-unit Bark1.
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18

1
1000 2000 3000 4000

Figure A.7: Critical bands [ZF99].

Bark flow (in Hz) fhigh (in Hz) Bark flow (in Hz) fhigh (in Hz)

0 0 100 9 1080 1265

1 100 200 10 1265 1480

2 200 300 11 1480 1715

3 300 400 12 1715 1990

4 400 510 13 1990 2310

5 510 630 14 2310 2690

6 630 770 15 2690 3125

7 770 920 16 3125 3675

8 920 1080 17 3675 4350

Table A.2: Corresponding frequency regions for critical bands from 0 to 17 ac-
cording to [VHH98].

1The pseudo-unit bark was chosen in honour of the German physicist Heinrich Georg
Barkhausen (1881 - 1956), who was born in Bremen, Germany
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The critical bands approximately correspond to the frequency-to-place
transform on the basilar membrane and it can be seen from Figure A.7
that the frequency resolution for low frequencies is higher than for high
frequencies. The band widths given in Table A.2 have been obtained from
psychoacoustical experiments, i.e. inside one Bark band two sinusoidal tones
or narrow-band noises are no longer perceived independently, but only one
tone is perceived.
The relation between the critical bandwidth CB(f) and the frequency f
can be calculated according to [VM06] as follows:

CB(f) = 25 + 75

(

1 + 1.4

(
f

1000 Hz

)2
)0.69

(A.2.20)

Adding the bandwidths of the adjacent critical bands leads to the scale
of critical band rate b in Bark. The frequency-to-Bark transform is then
obtained as follows [VM06]:

b = 13 · arctan
(

0.76
f

1000 Hz

)

+ arctan

(
f

7500 Hz

)

(A.2.21)

If two signals (sinusoidal tones or narrowband noises) having different am-
plitudes occur at the same time but at different frequencies the weaker sig-
nal could be inaudible for the human auditory system. This phenomenon
is called frequency masking and is illustrated in Figure A.8. From Fig-
ure A.8 it can be seen, that the so-called threshold of hearing around the
masker is raised.
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Figure A.8: Spectral masking.

If two signals (e.g. sinusoids or narrowband noise signals) are present simul-
taneously, one signal raises the absolute threshold of hearing. Everything
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below the raised threshold (the so-called masking threshold) is inaudible
for the human auditory system. The masking threshold is indicated by the
dashed line in Figure A.8.
The shape of the masking threshold caused by the masker is almost triangu-
lar in the bark domain, and it declines more quickly towards lower frequen-
cies (about 25 dB/Bark) than towards higher frequencies (10 dB/Bark). In
Figure A.9 three approximations for the so-called spreading function are
depicted.

 

 

S
F
in

d
B

critical band in Bark b

SF∆[b]
SFSH[b]
SFMP3[b]

−20

−40

−60

−80

−100
−5 5 10

0

0

Figure A.9: Three different spreading functions.

The most simple approximation of the spreading function is the triangle
function (dotted line in Figure A.9).

10 log10SF∆[b] =







25 b, for b < 0

−10 b, for b ≥ 0
(A.2.22)

The approximation by Sekey and Hanson [SH84] (dashed line in Figure A.9)
is more complex, but fits experimental results better.

10 log10SFSH[b] = 7−7.5·(b−0.215)−17.5·
√

0.196 + (b− 0.215)2 (A.2.23)

The approximation used in this thesis (solid line in Figure A.9) is that
defined in the MP3-Standard [Int92] which can be expressed by

10 log10SFMP3[b] =







15.81 + 7.5x1 − 17.5
√

1.0 + x21 + x2,

for 0.5 ≤ x1 ≤ 2.5

15.81 + 7.5x1 − 17.5
√

1.0 + x21,

else,

(A.2.24)
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with

(A.2.25)

x1 = 1.05b (A.2.26)

x2 = 8.0[(x1 − 0.5)2 − 2.0(x1 − 0.5)]. (A.2.27)
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Figure A.10: PSD ΦSS(f) of three sinuses and corresponding masking threshold
ΦTT (f).

Figure A.10 illustrates the calculation of the masking threshold ΦTT (f)
(dashed line in lower panel) given an excitation of three sinusoidal signal
components (upper panel) by convolution of the excitation signal with the
spreading function SFMP3[b].

sŷ[ℓ, b] =
Cb∑

j=1

SFMP3[b− j] · |ŷ[ℓ, j]|2

sy[ℓ, b] =
Cb∑

j=1

SFMP3[b− j] · |y[ℓ, j]|2
(A.2.28)

In (A.2.28), Cb is the number of frequency groups used. As a next step the
loudness level p is calculated based on the equal-loudness-curves according
to [ISO03] depicted in Figure A.11. The loudness level is given in the
pseudo-unit phon. The curve at 0 phon corresponds to the absolute thresh-
old of hearing. Sounds having pressure levels on a specific equal-loudness
curve are perceived by the human auditory system as if they would be
equally loud [ZF99].
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Figure A.11: Equal loudness curves according to [ISO03].

From the loudness level p in phon, the psychoacoustically motivated sub-
jective loudness level m in sone can be calculated by [WSG92]

m =







2(p−40)/10 for p ≥ 40

(p/40)2.642 for p < 40.
(A.2.29)

Figure A.12 visualizes the conversion from phon to sone.
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Figure A.12: Relation between sone and phon according to (A.2.29).

Eq. (A.2.29) can be used to calculate the perceived loudness mŷ[ℓ, b] of ŷ[k]
in sone and the perceived loudness my[ℓ, b] of y[k] in sone. Now the BSD
can be calculated by

BSD =

Nℓ∑

ℓ=1

Cb∑

i=1

[

mŷ[ℓ, i]−my[ℓ, i]
]2

Nℓ∑

ℓ=1

Cb∑

i=1

[

mŷ[ℓ, i]
]2

. (A.2.30)

The whole signal processing chain to calculate the BSD measure is visually
summarized in Figure A.13
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[ℓ
, b
] d

B

s y
[ℓ
,b
] d

B

p
ŷ
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Reverberation Decay Tail (RDT)

All previous measures have not been developed specifically to assess quality
of reverberant or dereverberated signals. In the following, three measures
will be briefly described that have been developed to assess quality of such
signals, i.e. the reverberation decay tail (RDT) measure that tries to es-
timate the amount of reverberation directly from the signal, the objective
measure for coloration in reverberation (OMCR) that focuses on the dimen-
sion colouration (spectral changes) and the speech-to-reverberation modula-
tion energy ratio (SRMR) which was designed to non-intrusively assess the
quality of reverberant signals.
As depicted in Figure 2.3 on page 12, the amount of reverberation can
be characterized by the room reverberation time τ60 (cf. also Section 2.1.4
and Figure 2.6). The RDT measure [WN06] tries to determine the decay
parameter of the underlying RIR in reverberant speech from the signal. For
that purpose, the algorithm searches for end-points in the signal in different
frequency bands. After this end-points the decay of the signal is taken as
an indicator for the influence of the RIR.
The previously described BSD measure does not distinguish between the
effects of reverberation and colouration. Therefore, in [WN06] the RDT
measure has been proposed which determines the reverberation effect alone
based on the Bark spectra. For this, the decay of the underlying RIR is esti-
mated from the input signal as described in the following. The exponentially
decaying RIR model based on (2.1.2) and (2.1.3)

d[ℓ, b] = Abe
−λbℓ, ℓ = 1, 2, ..., I + J (A.2.31)

is assumed and estimated in the Bark domain for each Bark bin b from the
difference of the Bark spectra of consecutive blocks

∆χ[ℓ, ℓ′, b] = mŷ[ℓ, b]−mŷ[ℓ+ ℓ′, b]. (A.2.32)

The decay model in (A.2.31) can be reformulated using Taylor expansion
to [WN06]

Abe
−λbℓ = Ab −Abλbℓ. (A.2.33)

An search algorithm is developed in [WN06] to search for so-called end-
points, at which the signal energy abruptly decays, and for so-called flat
regions following immediately after detected end-points. In (A.2.31), I and
J are parameters of the end-point detection algorithm which will be ex-
plained in the following. I + J is the length of the decay curve in blocks.
The parameters of an decay model in average for all Bark bins

Aavge
−λbℓ = Aavg −Aavgλavgℓ. (A.2.34)
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can be determined based on the average absolute decay tail energy [WN06]

Aavg =

Cb∑

b=1

Ab

Cb
, (A.2.35)

and the average decay tail rate [WN06]

λavg =

Cb∑

b=1

Abλb

CbAavg
. (A.2.36)

0.5

(a) (b)

(c) (d)

(e) (f)

n
(t
)

h
(t
)

n
r
e
v
(t
)

−1

−1

−0.5

−0.5

0

0

0.5

0.5

1

1

−0.2
0

0.5

1

0

0

0 0.1 0.2 0.3 0.4

0.4

0.4

0.8

0.8 1.2

1.248 1.6

1.6
t in sec

t in sec

t in sec

block no.block no.

block no.

so
n
es

so
n
es

so
n
es

00

0

0.30.3

0.3

0.60.6

0.6

8080

80

8484

84

8888

88

9292

92

Figure A.14: (a) White noise, (b) RIR (τ60 = 400ms), (c) Reverberated noise,
(d) Bark spectral difference decay curve at Bark bin no. 7, (e)
Bark spectral difference decay curve at Bark bin no. 14, (f) Bark
spectral difference decay curve at Bark bin no. 16; fs = 8000 Hz,
LBl = ⌊fs · 32ms⌋, overlap 50 %.

Figure A.14 illustrates the exponential decay in time-domain as well as
in Bark domain. Panel (a) of Figure A.14 shows a white noise signal n(t)
which is reverberated by convolving with the RIR h(t) depicted in panel (b)
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to result in the reverberant noise nrev(t) depicted in panel (c). The panels
(d) to (f) show the decay of the Bark spectral difference at different Bark
bins. The dashed grey line in panel (c) shows the begin of the exponential
decay at which the calculation for the Bark spectral difference decay curves
according to (A.2.31) starts.
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Figure A.15: Curve approximation my means of LS fitting (Bark bin no. 9).

As sown in Figure A.15, an exponentially decaying curve (solid black line)
can be fitted to the determined curve of the Bark spectral difference (dash-
dotted line).
Furthermore, the average direct path energy

Davg =

Cb∑

b=1

Db

Cb
(A.2.37)

is calculated at the determined end-points [WN06] which is estimated from
the Bark spectrum of the clean reference signal.
The RDT measure is then defined as the the ratio of the amplitude and
decay rate of the exponential decays normalized to the amplitude of the
direct component calculated using (A.2.35), (A.2.36) and (A.2.37).

RDT =
Aavg

λavgDavg
(A.2.38)

For realistic speech signals it may happen, that due to a local increase of
the speech energy shortly after an end-point has been detected, the decay
curve may not have enough time to fully decay (e.g. in very short speech
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pauses). Therefore, flat regions are searched for after end-points and decay
regions. In the following, the search algorithm for finding the decaying and
following flat regions is briefly described.

RDT search algorithm End points which are considered to be the be-
ginning of an decay period in the Bark spectrum difference signals can be
found by

∆χ[ℓ0, 1, b] > δmax,1. (A.2.39)

In (A.2.39), the parameter ℓ0 is the block index of a possible end-point and
δmax,1 = 0.2 is a percentage of the maximum of the Bark spectrum which
is has been experimentally determined in [WN06]. Figure A.16 illustrates
decays in the Bark spectrum difference according to (A.2.39). Detected
end-points are indicated by a black circle in Figure A.16.
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Figure A.16: End-point search, δmax,1 = 0.2.

Next, the the number of blocks of decay I is determined by increasing i as
long as

∆χ(ℓ0 + i, 1, b) > δmax,2 i = 0, 1, ..., I (A.2.40)

holds which is the case for i = I = 3 in the example depicted in Fig-
ure A.17, since

∆χ[ℓ0 + 3, 1, b] = mŷ[ℓ0 + 3, b]−mŷ[ℓ0 + 3 + 1, b] = 0.05 ≤ 0.1 (A.2.41)

for δmax,2 = 0.1 being a percentage of the maximum of the Bark spectrum
difference in each Bark band b, empirically determined in [WN06].
After determining the decaying part in the Bark spectrum, the algorithm
searches for flat regions for which ripples in the Bark spectrum difference
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Figure A.17: Determination of parameter I, δmax,2 = 0.1.

are below a threshold δmin and the Bark spectrum is below a threshold δt
for J frames.

∆χ[ℓ0 + i+ 1, j, b] < δmin

mŷ[ℓ0 + i+ j, b] < δt

}

j = 1, 2, ..., J (A.2.42)
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Figure A.18: Determination of the factor J in the RDT search algorithm;
δmin = 0.1; δt = 0.2.

This is illustrated in Figure A.18. Both conditions (A.2.42) are fulfilled
till J = 4 in Figure A.18. In the search algorithm proposed in [WN06]
identified flat regions are restricted to have a length of J > 4 blocks, thus
the detected flat region in Figure A.18 would bot be considered since it
would be too short.
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Figure A.19 shows detected flat regions (left panels) and decay regions
(right panels) in solid black lines which can be used for fitting the decay
model (cf. Figure A.15) and based on that for calculation of the RTD mea-
sure (A.2.38).
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Figure A.19: (a) Bark spectrum (BS) at Bark bin b = 9, (b) Bark spectral
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Objective Measure for Coloration in Reverberation (OMCR)

As already discussed in Section 4.2, the perceived quality of reverberant
and dereverberated speech depends on the dimensions reverberation and
colouration. While the previously described RDT measure tries to estimate
the amount of reverberation from a given signal, the objective measure for
coloration in reverberation (OMCR) [WN07] focuses on the colouration,
i.e. the change in the spectral characteristics of the signal. To archive this,
the OMCR algorithm searches for speech-onsets, since it is assumed that
colouration can be measured by analysis of the spectra at these onset points.
Although the OMCR algorithm is based on conventional time- or frequency-
domain signals, i.e. does not incorporate psychoacoustic findings, it is listed
at this position due to its close relation to the RDT measure described
before.



Appendix 185

Figure A.20 visualizes the onset-detection in a specific frequency band j.
The onsets found by the detection algorithm in the spectrum are marked
by vertical dotted lines.
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Figure A.20: Example of a speech onset detection (detected speech-onsets are
marked by vertical dotted lines.

An onset is detected if the following two criteria are fullfilled [WN07].

ŷ[ℓ,n] > max
{ Nℓ∑

j=1

ŷ[j,n]
}

− γ1 (A.2.43)

ŷ[ℓ,n]− ŷ[ℓ− i,n] > γ2 − γ3 · (i− 1) for i = 1, 2, . . . ,Nγ (A.2.44)

Here, γ1 = 18 dB, γ2 = 18 dB and γ3 = 0.05 are design parameters of
the algorithm empirically determined in [WN07]. For a more detailed de-
scription of the parameters (A.2.43) and (A.2.44) the interested reader is
referred to [WN07]. From the spectral points at the detected onsets the
OMCR measure is calculated by

OMCR[n] =

Nℓ∑

ℓ=1

w[ℓ,n](y[ℓ,n]− ŷ[ℓ,n])/Mn, (A.2.45)

OMCR =
1

Nn

Nn∑

n=1

OMCR[n]. (A.2.46)

The factor w[ℓ,n] in (A.2.45) equals 1 for the onset frames, and 0 other-
wise. Mn is the number of onsets detected for the particular frequency bin
n. Figure A.21 shows calculated OMCR values for reverberant speech
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generated by RIRs of different room reverberation time τ60 (left panel) and
for different equalized impulse responses (LS LRC filter of different lengths
LEQ; right panel). It can be seen that the OMCR is in principle capable to
assess the colouration effect in both cases.

τ60 in ms LEQ

O
M
C
R

O
M
C
R

-18

-16

-15.5

-15

-14.5

-14

-14

-13.5

-12

-10

-8

-6

50 100 200 300 400 800 51210001200 1024 2048 4096

Figure A.21: OMCR values without and with eqalization. (a) OMCR values of a
reverberant speech signal over τ60, (b) OMCR values for equalized
speech signal over LRC filter lengths LEQ (RIR: τ60 = 400 ms, LS-
EQ, d[k] high pass); fs = 8000 Hz, LBl = fs · 32 ms.

Speech-to-Reverberation Modulation Energy Ratio (SRMR)

The SRMR measure [FC08, Fal08, FZC10] is based on the auditory model
according to Püschel and Kollmeier and aims at non-intrusively assessing
reverberation.
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Figure A.22: Gammatone filterbank. fs = 8000 Hz, 23 filters.

After analysis of the signal by a Gammatone filter bank [PAG95, Sla93]
(cf. Figure A.22) which is designed to match the auditory filters found
in the human auditory system, the envelope of the signal in the respective
band j,

ej [k] =

√

sj [k]2 +H{sj [k]}2, (A.2.47)
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is calculated as visualized in Figure A.23. The operatorH{·} is the Hilbert
transform [KK09].
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Figure A.23: Envelope ej [k] of a signal s
+
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In the left panel of Figure A.23 the envelope of anechoic signal is depicted
while the right panel depicts the envelope of a reverberant signal is shown.
It can be seen that the reverberant signal contains more modulation of the
envelope. While the modulation of the envelope of the anechoic signal are in
the range of 2−20 Hz, with a maximum at about 4 Hz representing the syl-
labic rate of spoken speech [Fal08], higher modulation energy is introduced
by reverberation.
After Gammatone filtering, a second filtering stage by the modulation filter
bank [DPK96] which is defined in Table A.3 and depicted in Figure A.24
is done.

Modul. band fc (in Hz) B (in Hz) Modul. band fc (in Hz) B (in Hz)

1 4.0 2.4 5 28.9 18.2

2 6.5 3.9 6 47.5 29.1

3 10.7 6.5 7 78.1 47.6

4 17.6 11.0 8 128.0 78.8

Table A.3: Center frequencies fc and band widths B of modulation filters
[Fal08].

Figure A.25 shows the resulting energy patterns of (a) the anechoic input
signal, (b) after reverberation by an room impulse response of reverberation
time τ60 = 300 ms and (c) after reverberation by an room impulse response
of reverberation time τ60 = 800 ms. For analysis, the Gammatone filter
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Figure A.24: Frequency responses of modulation filter bank [Fal08].
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Figure A.25: Signal energy depending on analyzed acoustical frequency and
modulation frequency ēj [m] for (a) anechoic signal, (b) rever-
berant signal (τ60 = 300ms), and (c) reverberant signal (τ60 =
800ms); fs = 8000 Hz.
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bank as shown in Figure A.22 and the modulation filter bank as shown in
Figure A.24 have been used. It can be seen from Figure A.25 that for higher
reverberation time the energy in higher modulation bands raises. Therefore,
the SRMR is defined as the ratio of the modulation energy in the 4 lower
modulation frequency bands to the modulation energy in higher modulation
frequency bands,

SRMR =

4∑

m=1
ē[m]

M∑

m=5
ē[m]

, (A.2.48)

with the energy

ēj [m] =
1

Nact

Nact∑

i=1

ej [i,m] (A.2.49)

for all Nact blocks in which speech activity has been detected and the mean
energy for all 23 bands

ē[m] =
1

23

23∑

j=1

ēj [m]. (A.2.50)

Perceptual Evaluation of Speech Quality (PESQ)

From quality assessment in the field of audio coding or noise reduction it is
known that measures that are based on more exact models of the human
auditory system show high correlation with subjective data. The perceptual
evaluation of speech quality (PESQ) measure is a standardized measure
[ITU01] that is visualized in Figure A.26. The detailed description of
PESQ is beyond the scope of this thesis and the interested reader is referred
to the literature [ITU01, Loi07].

pre-processing

pre-processing

system

under test
time

alignment

auditory

auditory

transform

transform

disturbance

processing

cognitive

modelling

identify bad

intervals

PESQ

Figure A.26: Schematic of PESQ quality measure (adapted from [Loi07]).
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It should be notes that the implementation of [Loi07] and the original im-
plementation according to [ITU01] differ in their absolute values. However,
at least for the tests performed for this work they result in the same trends.

Perceptual Similarity Measure (PSM)

A further objective quality measure originally developed to assess the qual-
ity of audio codecs is the perceptual similarity measure (PSM) from PEMO-
Q [HK06] that uses the auditory model according to [DPK96] depicted in
Figure A.27. The basilar membrane filtering stage and the modulation
filtering stage in Figure A.27 use the same filters as used for the SRMR
measure (cf. Figure A.24 and Figure A.25).

Figure A.27: Schematic of auditory model according to Dau and Püschel
[DPK96].

The calculation of the PSM measure is visualized in Figure A.28. In a
preprocesing step so-called internal representations of the reference audio
signal as well as the processed audio signal are calculated by the hearing
model as depicted in Figure A.27. After analysis by Gammatone filter
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banks (cf. also Figure A.24) which simulate the basilar membrane filtering
in the auditory system, half-wave rectifiers and low-pass filters simulate
the conversion from mechanical oscillations in nerve signals in the inner
ear. Then, the modulation filter bank calculates modulation frequencies
(cf. also Figure A.25) to obtain the internal representations. In a post-
processing step depicted in Figure A.28 below the hearing models the cross
correlation is calculated as a distance measure which is used as the block-
by-block quality indicator and which is combined with the current loudness
of the signals. In a further processing step the internal representations
are analysed by the 5% percentile which focuses on short term variations
of the signals since these are perceptually relevant in the human auditory
system. For more details on the PSM measure, the reader is referred to
[Hub03, HK06].

Figure A.28: Perceptual similarity measure (PSM); (Source: [Hub03]).
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Appendix B

Details of Subjective
Listening Tests

This appendix presents details of the subjective listening test described in
Section 4.2.1. Table B.1 summarizes some properties of the selected 21
sound samples. It shows the room reverberation time of the RIR to be
equalized, the LRC filter type (cf. Sections 4.3 to 4.7 for details) and the
LRC filter length LEQ as well as the gender of the respective speaker.
Figures B.1 to B.21 show systems’ impulse responses and transfer func-
tions in panels (a) and (b), respectively. Panels (c) show the subjective
rating in terms of the mean opinion score (MOS) for the four attributes
reverberated, coloured / distorted, distant and overall quality.
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sample no. τ60 of RIR LRC filter type LEQ gender of speaker

1 950 ms WLS-EQ 2048 male

2 950 ms ISwPP 4096 female

3 500 ms LS-EQ 2048 male

4 950 ms WLS-EQ 8192 male

5 500 ms ISwPP 1024 male

6 500 ms WLS-EQ 4096 male

7 950 ms WLS-EQ 4096 female

8 500 ms ISwPP 8192 female

9 950 ms LS-EQ 8192 female

10 500 ms ISwINO 4000 male

11 500 ms WLS-EQ 1024 male

12 500 ms LS-EQ 1024 female

13 950 ms LS-EQ 1024 female

14 500 ms ISwPP 4096 male

15 500 ms WLS-EQ 8192 male

16 950 ms LS-EQ 4096 male

17 950 ms LS-EQ 2048 male

18 500 ms ISwPP 2048 female

19 500 ms LS-EQ 4096 male

20 500 ms LS-EQ 8192 male

21 950 ms ISwPP 1024 male

Table B.1: Properties of sound samples used for the subjective listening test in
Section 4.2.1.
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Figure B.1: Subjective assessment of audio sample no. 1 (WLS-EQ). (a) and
(b) system used for generation of audio sample no. 1 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.2: Subjective assessment of audio sample no. 2 (ISwPP). (a) and (b)
system used for generation of audio sample no. 2 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.3: Subjective assessment of audio sample no. 3 (LS-EQ). (a) and (b)
system used for generation of audio sample no. 3 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.4: Subjective assessment of audio sample no. 4 (WLS-EQ). (a) and
(b) system used for generation of audio sample no. 4 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.5: Subjective assessment of audio sample no. 5 (ISwPP). (a) and (b)
system used for generation of audio sample no. 5 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.6: Subjective assessment of audio sample no. 6 (WLS-EQ). (a) and
(b) system used for generation of audio sample no. 6 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.7: Subjective assessment of audio sample no. 7 (WLS-EQ). (a) and
(b) system used for generation of audio sample no. 7 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.8: Subjective assessment of audio sample no. 8 (ISwPP). (a) and (b)
system used for generation of audio sample no. 8 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.9: Subjective assessment of audio sample no. 9 (LS-EQ). (a) and (b)
system used for generation of audio sample no. 9 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.10: Subjective assessment of audio sample no. 10 (ISwINO). (a) and
(b) system used for generation of audio sample no. 10 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.11: Subjective assessment of audio sample no. 11 (WLS-EQ). (a) and
(b) system used for generation of audio sample no. 11 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.12: Subjective assessment of audio sample no. 12 (LS-EQ). (a) and
(b) system used for generation of audio sample no. 12 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.13: Subjective assessment of audio sample no. 13 (LS-EQ). (a) and
(b) system used for generation of audio sample no. 13 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.14: Subjective assessment of audio sample no. 14 (ISwPP). (a) and
(b) system used for generation of audio sample no. 14 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.15: Subjective assessment of audio sample no. 15 (WLS-EQ). (a) and
(b) system used for generation of audio sample no. 15 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.16: Subjective assessment of audio sample no. 16 (LS-EQ). (a) and
(b) system used for generation of audio sample no. 16 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.17: Subjective assessment of audio sample no. 17 (LS-EQ). (a) and
(b) system used for generation of audio sample no. 17 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.18: Subjective assessment of audio sample no. 18 (ISwPP). (a) and
(b) system used for generation of audio sample no. 18 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.19: Subjective assessment of audio sample no. 19 (LS-EQ). (a) and
(b) system used for generation of audio sample no. 19 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.20: Subjective assessment of audio sample no. 20 (LS-EQ). (a) and
(b) system used for generation of audio sample no. 20 in time- and
frequency-domain. (c) results of subjective quality assessment.
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Figure B.21: Subjective assessment of audio sample no. 21 (ISwPP). (a) and
(b) system used for generation of audio sample no. 21 in time- and
frequency-domain. (c) results of subjective quality assessment.



206 Appendix



Appendix C

Correlations between
Objective and Subjective
Quality Assessment

This appendix visualizes correlations between objective and subjective qual-
ity assessment that are discussed in Section 4.2.2.

Figures C.1 to C.22 show the subjective ratings of the human listeners in
terms of MOS and the respective objective quality measure. The correlation
coefficient r (cf. Tables 4.5 to 4.6 on page 77 ff.) is given for the overall
correlation (rall) as well as for the single LRC approaches (rLS , rWLS ,
rIS) in each figure for each of the four attributes evaluated (reverberant,
coloured/distorted, distant and overall quality). For more details about
the quality measures please cf. Tables 4.1 and 4.2 on page 73 as well as
Appendix A for a detailed description of the objective quality measures.
For details on the subjective listening tests please refer to Section 4.2.1
and for more information about the correlation analysis, please refer to
Section 4.2.2 and Section 4.2 in general.
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Figure C.1: Correlation analysis between D50 measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.2: Correlation analysis between D80 measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.3: Correlation analysis between C50 measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.4: Correlation analysis between C80 measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.5: Correlation analysis between CT measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.6: Correlation analysis between DRR measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.7: Correlation analysis between VAR measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.8: Correlation analysis between SFM measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.9: Correlation analysis between SSRR measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.10: Correlation analysis between FWSSRR measure and subjective
assessment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.11: Correlation analysis between WSS measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.12: Correlation analysis between ISD measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.13: Correlation analysis between CD measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.14: Correlation analysis between LAR measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.15: Correlation analysis between LLR measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.16: Correlation analysis between LSD measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.17: Correlation analysis between BSD measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.18: Correlation analysis between RDT measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.19: Correlation analysis between SRMR measure and subjective as-
sessment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.20: Correlation analysis between PSM measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.21: Correlation analysis between PSMt measure and subjective assess-
ment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Figure C.22: Correlation analysis between PESQ measure and subjective as-
sessment. + LS-EQ, × WLS-EQ, ◦ ISwPP, ∗ ISwIN.
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Mathematical Proofs and
Details

D.1 Proof of GHG = G

This section contains the proof of GHG = G which is needed for the deriva-
tions in (3.3.23) and (4.5.39) on pages 55 and (4.5.39). Using the definition
of G in (2.2.21) on page 23 GHG can be written as

GHG =
(
F 2L×2LW

01
2L×LW

01
L×2LF

−1
2L×2L

)H ·
· F 2L×2LW

01
2L×LW

01
L×2LF

−1
2L×2L.

With the definition of the inverse DFT matrix F−1
2L×2L = F ∗

2L×2L/(2L) and

F T
2L×2L = F 2L×2L we obtain
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=G, q.e.d.
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D.2 Proof of GHeAEC[ℓ] = eAEC[ℓ] and GHŶ[ℓ] =

Ŷ[ℓ]

This section contains the proof of GHeAEC[ℓ] = eAEC[ℓ] which is needed for
the derivation in (3.3.23) on page 55.
Please note, that by replacing eAEC[ℓ] by ŷ[ℓ] the derivation holds to prove

that GHŶ[ℓ] = Ŷ[ℓ] in (4.5.39) on page 113.
Using the definition of G in (2.2.21) on page 23 we obtain

GHeAEC[ℓ] =
(
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−1
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)H
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01
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With (W 01
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T = W 01
2L×L and the definition of the inverse DFT matrix

F−1
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= eAEC[ℓ], q.e.d.



Abbreviations and
Symbols

List of abbreviations and acronyms

AAC advanced audio codec

AD analogue/digital

AEC acoustic echo canceller

AES acoustic echo suppression

AGC automatic gain control

aka. also known as

ANC active noise control

ANOVA analysis of variance

AP affine projection

APA affine projection algorithm

APSD auto power spectral density

BF beamformer

BSD bark spectral distortion

CD cepstral distance

cf. confer

CI clarity index

CPSD cross power spectral density

CT central time

DA digital/analogue

dB decibel

DFT discrete Fourier transform
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dFxLMS decoupled filtered-X least-mean-squares

DMT discrete multitone

DOA direction of arrival

DRR direct-path-to-reverberation-ratio

DTD double-talk detection

DTFT discrete time Fourier transform

EC echo cancellation

EDC energy decay curve

EIC echo- and interference canceller

e.g. exempli gratia

ERLE echo return loss enhancement

EQ equalizer

FAP fast affine projection

FDAF frequency-domain adaptive filter

FFT fast Fourier transform

FHT fast Hadamard transform

FIR finite impulse response

FT Fourier transform

FWSSRR frequency-weighted SSRR

FWSEG frequency-weighted SSRR

FxLMS filtered-X least-mean-squares

GUI graphical user interface

Hz hertz

i.e. id est / that is

IFT inverse Fourier transform

IFFT inverse fast Fourier transform

IIR infinite impulse response

IPNLMS improved proportionate NLMS

IQR inter quartile range

IR impulse response

IS Itakura-Saito (distance)

ISD Itakura-Saito distance

ISwINO impulse-response shaping with ∞-norm optimization

ISwPP impulse-response shaping with post processing
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ITU International Telecommunication Union

kHz kilohertz

LAR log-area ratio

LLR log-likelihood ratio

LMS least-mean-squares

LPC linear predictive coding

LRC listening-room compensation

LRM loudspeaker room microphone

LS least-squares

LS-EQ least-squares equalizer

LSD log-spectral distortion

LTI linear time-invariant

MC multi-channel

MDF multi-delay filter

mFxLMS modified filtered-X least-mean-squares

MIMO multiple input multiple output

MINT multiple input/output inverse theorem

MISO multiple input single output

ML maximum length

MLS maximum length sequences

MMSE minimum mean squared error

MOS mean opinion score

MPNLMS µ-law PNLMS

MVDR minimum variance distortionless response

ms millisecond(s)

MSC magnitude squared coherence

MTI modulation transfer index

NR noise reduction

NLMS normalized least-mean-squares

OFDM orthogonal frequency division multiplexing

OLA overlap-add

OLS overlap-save

PDS power delay spectrum

PDP power delay profile
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PESQ Perceptual Evaluation of Speech Quality

PEMO-Q perception model for quality

PFBLMS partitioned frequency block LMS

PNLMS proportionate normalized least-mean-squares

PPMCC Pearson product-moment correlation coefficient

PSD power spectral density

PSM perceptual similarity measure

q.e.d. quod erat demonstrandum

RDT reverberation decay tail

REEF residual echo estimation filter

RIR room impulse response

RLS recursive least-squares

RMS root-mean-squares

RT60 room reverberation time

RTF room transfer function

SAD speech activity detection

SAEC stereo acoustic echo canceller

SC single-channel

SFM spectral flatness measure

SIMO single input multiple output

SIR signal-to-interference ratio

SISO single input single output

SRMR speech-to-reverberation modulation energy ratio

SNR signal-to-noise ratio

SNRE signal-to-noise ratio enhancement

SRR signal-to-reverberation ratio

SRRE signal-to-reverberation ratio enhancement

SSRR segmental signal to reverberation ratio

SSRRE segmental signal to reverberation ratio enhancement

STFT short time Fourier transform

STI speech transmission index

STSA short time spectral attenuation

TF transfer function

VAD voice activity detection
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viz. videlicet

WFS wave-field synthesis

WLS weighted least-squares

WLS-EQ weighted least-squares equalizer

WOLA weighted overlap-add

w.r.t. with respect to

WSS weighted spectral slope

Mathematical Symbols

(·)−1 inverse of (·)
(·)T transpose of (·)
(·)H Hermitian transpose of (·)
(·)∗ conjugate complex of (·)
(·)+ Moore-Penrose pseudoinverse of (·)
(·) ∗ (·) convolution
(·)× (·) dimension of matrix
bdiag{·} block diagonal matrix, cf. (2.2.13)
DFT{·} discrete Fourier transform as defined in (2.2.3) or (2.2.5)
diag {·} if (·) is a matrix diag {·} gives the main diagonal

if (·) is a vector diag {·} builds up a matrix with the vector’s
elements on the main diagonal and zeros else

E {·} expectation operator
H{·} Hilbert transform
ln(·) natural logarithm
log10(·) base 10 logarithm
L{·} limiting operator, cf. (A.2.10)
tr{·} trace of a matrix
∀ for all
‖ · ‖p lp-norm according to definition (3.2.13)
‖ · ‖∞ l∞-norm according to definition (3.2.19)
| · | absolute value (of each entry if applied to a vector or matrix)
⊘ element-by-element division of two vectors
N

+ positive natural number
∇{·} gradient
∂{·} partial derivation

Latin Symbols

0m×n vector or matrix of size m× n containing zeros
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1m×n vector or matrix of size m× n containing ones
ay[ℓ],aŷ[ℓ] LPC coefficient vectors of the signal blocks y[ℓ] and ŷ[ℓ],

cf.(A.2.13) and (A.2.14)
A auxiliary matrix used in (4.7.7)
A(v) arithmetic mean of vector v, cf. (A.1.10)
b critical band rate, cf. (A.2.21)
b[k] white Gaussian process used for RIR model in (2.1.2)
BBP auxiliary matrix used in (4.7.8)
BSD objective quality measure Bark spectral distortion,

cf. (A.2.30)
c speed of sound (c ≈ 340 m/s), cf. p. 15
cy[j, ℓ], cŷ[j, ℓ] cepstral coefficients of signals y[k] and ŷ[k] for block ℓ,

cf. (A.2.18), (A.2.19)
cAEC, cAEC[k] fixed and time-varying AEC filter coefficient vectors,

cf. (3.2.2)
cEQ, cEQ[k] fixed and time-vaying LRC filter coefficient vectors,

cf. (4.2.2) and (4.5.1)
cISwPP
EQ,opt LRC by means of impulse response shortening with post

processing based on (4.7.8) and after processing by
(4.7.10)

cISwINO
EQ impulse response shaping based on p-norm / ∞-norm

optimization, cf. Section 4.7.2
cWLS
EQ weighted least-squares LRC filter coefficients, cf. (4.6.9)

cEQ[ℓ], cEQ,p[ℓ] LRC filter coefficient vector in block time-domain,
cf. (4.5.30) and (4.5.30) for one loudspeaker channel p

cEQ[ℓ] LRC filter coefficient vector in block-frequency-domain,
cf. (4.5.28)

cREEF[ℓ] REEF filter coefficient vector as used in Figure 3.17
and (3.3.31)

C constant used in (2.1.5)
C50(v) objective quality measure clarity C50, cf. (A.1.4)
C80(v) objective quality measure clarity C80, cf. (A.1.5)
CB(f) critical bandwidth, cf. (A.2.20)
CD objective quality measure cespstral distance, cf. (A.2.17)
CT(v) objective quality measure central time, cf. (A.1.6)
d desired system for EQ, cf. (4.4.3) and (4.4.19)
dq desired system for EQ for reference microphone q,

cf. (4.4.20)
dq desired system for EQ for reference microphone q in

block-frequency-domain, cf. (4.5.27)
dd,du desired systems based on window functions for weighted

least-squares equalization and RIR reshaping filters,
cf. (4.7.4) and (4.7.5)

D50(v) objective quality measure definition D50, cf. (A.1.1)
D80(v) objective quality measure definition D80, cf. (A.1.2)
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Dc critical distance as defined in (2.1.7)
DdB[k] relative system misalignment according to (3.1.4)
DRR objective quality measure direct-to-reverberation-ratio,

cf. (A.1.7)
D convolution matrix build from the coefficients of the

desired system vector d used in Section 4.7.1
eEQ[k] error signal for LRC filter
eAEC[k] error signal for AEC filter (equals ξ[k])
eAEC,p[k] error signal for AES filter, cf. Figure 3.16
eBP[k] error signal to calculate the predictor for spectral post

processing as in Figure 4.41
ep[k] error signal for spectral post processing

e2AEC[k] smoothed power of the error signal as defined in (5.1.13)
e[k] error signal vector
eAEC[k] AEC error signal vector as defined in (3.3.6)
eWLS
EQ error signal vector for weighted least-squares LRC filter,

cf. (4.6.3)
ePF[k] PF error signal vector as defined in (3.3.5)
eAEC[ℓ] block-frequency-domain AEC error signal, cf. (3.3.13)
eAEC,p[ℓ] block-frequency-domain AES error signal, cf. (3.3.15)
EDC(t) energy decay curve, cf. (2.1.5)
ERLE| dB [k] echo return loss enhancement in dB, cf. (3.1.6)
EAEC[ℓ] matrix containing AEC error signal of two blocks on

main diagonal, cf. (3.3.14)
EEQ,mod[ℓ] matrix in block-frequency-domain containing modified

error signal of mFxLMS or dFxLMS equalizer, cf. (4.5.31)
EEQ,mod,q[ℓ] matrix in block-frequency-domain containing modified

error signal of mFxLMS or dFxLMS equalizer for
reference microphone channel q, cf. (4.5.22)

f frequency
fs sampling frequency
FWSSRR objective quality measure frequency-weighted SSRR,

cf. (A.2.4)
F 2L×2L DFT matrix of size 2L× 2L, see (2.2.5)
F 2L×L DFT matrix of size 2L× L, see (2.2.9)
F−1

2L×2L inverse DFT matrix of size 2L× 2L, cf. p. 21
gi[k] step-size coefficient i for proportionate update schemes
G(v) geometric mean of vector v, cf. (A.1.10)
G constraining matrix as defined in (2.2.21)
h(t),h[k] (room) impulse response
hAEC[k] room impulse response for AEC, cf. e.g. Figure 1.2
hEQ[k] room impulse response for EQ, cf. e.g. Figure 1.2
hf [k] room impulse response in far-end room, cf. e.g. Figure 1.2
hM [k] (room) impulse response model as defined in (2.1.2)
h(f) room transfer function (RTF)
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h vector containing RIR coefficients as defined in (4.2.3)
or (2.2.2a)

hi vector containing one partition of the impulse response as
defined in (2.2.2b)

h[k] vector containing time-variant RIR coefficients as defined
in (3.1.2)

ĥ[k] vector containing coefficients of RIR estimates as defined
in (3.1.3) - equals cAEC[k]

h̃[k] system misalignment vector of AEC as defined in (3.1.1)
h vector of zero-padded block transfer function as defined

in (2.2.10)
hi vector containing RTF coefficients of one partition,

cf. (2.2.11)
HCM convolution matrix build up by RIR coefficients,

cf. (4.4.16)
and (4.2.7)

HCM,pq SISO convolution matrix build up by RIR coefficients,
cf. (4.4.17) and (4.2.7)

H̃CM convolution matrix of the RIR estimation error, cf. (5.1.8)

ĤCM convolution matrix of the estimated RIR, cf. (5.1.9)
H[ℓ] frequency-domain MIMO channel matrix, cf. (4.5.8)
I no of channels of the far-end signal
I total number of room surfaces, see (2.1.4)
ISD[ℓ] objective quality measure Itakura-Saito distance,

cf. (A.2.15)
IL×L identity matrix of size L× L

Ĩ2L×2L shifting matrix matrix of size 2L× 2L, see (2.2.17)
J no. of source signals
J [ℓ] error criterion function as defined e.g. in (3.3.19)
k discrete-time index
k0 delay introduced by the equalizer

k̃0 main peak of desired system vector d
k0,opt optimum delay of the equalizer, cf. (4.4.9)
k0,opt,BSD optimum delay of the equalizer defined by optimum BSD,

cf. (4.4.7)
k0,opt,SRRE optimum delay of the equalizer defined by optimum

SRRE, cf. (4.4.8)
k50 position of lag in IR corresponding to 50 ms,

cf. Figure A.1
k80 position of lag in IR corresponding to 80 ms,

cf. Figure A.1
kinit initial delay of an impulse response
k∆ range around the main peak of IR as used in (A.1.7)
ℓ block-time index



Symbols and Abbreviations 229

l∞[k] parameter of PNLMS algorithm in (3.2.19)

l
′

∞[k] parameter of PNLMS algorithm in (3.2.18)
L block length
LDFT DFT length
LAEC length of AEC filter cAEC defined in (3.2.2)
L′

AEC number of blocks needed for partitioned AEC
LEQ length of EQ filter cEQ defined in (4.2.2)
L′

EQ number of blocks needed for partitioned EQ
Lh length of RIR vector h defined in (4.2.3)
L′
h number of blocks of partitioned RIR

Lp length of post-filter vector p defined in (3.3.4)
LREEF length of REEF filter cREEF

LAR objective quality measure log-area ratio, cf. (A.2.16)
LLR[ℓ] objective quality measure log-likelihood ratio, cf. (A.2.12)
LSD objective quality measure log-spectral distortion,

cf. (A.2.9)
m loudness level in sone, cf. (A.2.29)
MREEF[ℓ] diagonal coefficient matrix containing step-sizes for

residual echo estimation filter in (3.3.31)
MPNLMS[k] diagonal coefficient matrix containing step-sizes for

PNLMS as defined in (3.2.15)
M IPNLMS[k] diagonal coefficient matrix containing step-sizes for

IPNLMS as defined in (3.2.24)
n discrete frequency index
n[k] disturbance / noise signal
O overclocking factor in Algorithm 3 (dFxLMS)
OMCR,OMCR[n] objective measure for coloration in reverberation,

cf. (A.2.46)
p the coefficient vector of the RIR reshaping predictor,

cf. (4.7.9)
p, px, py, pz spatial position with 3-dimentional coordinates

(cf. Section 2.1.1)
p[k] AES post-filter coefficients, cf. (3.3.4)
p[ℓ] AES post-filter coefficients in block-frequency domain,

cf. (3.3.8)
P no of loudspeakers
q[ℓ] the REEF time-domain block error signal as defined

in (3.3.16)
Q no of microphones
Q directivity of sound source used in (2.1.6)
rcorr correlation coefficient as defined in (4.2.1)
rxψ crosscorrelation vector of x and ψ in (3.2.5)
r̂xψ estimated crosscorrelation vector of x and ψ, cf. (3.2.9)
r[k] signal vector in the update path of FxLMS and derivates

as defined in (4.5.3)
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rpq[ℓ] signal vector in the update path for loudspeaker channel
p and microphone channel q, cf. (4.5.17)

rpq[ℓ] signal vector in the update path for loudspeaker channel
p and microphone channel q in block-frequency-domain,
cf. (4.5.16)

R room constant, cf. e.g. (2.1.6)
Rxx covariance matrix of x in (3.2.1)

R̂xx estimated covariance matrix of x in (3.2.9)
R[ℓ] block-frequency-domain signal used in update path of

FxLMS algorithms, cf. (4.5.35)
Rp[ℓ] block-frequency-domain signal used in update path of

FxLMS algorithms for loudspeaker channel p, cf. (4.5.21)
Rq[ℓ] block-frequency-domain signal used in update path of

FxLMS algorithms for microphone channel q, cf. (4.5.20)
Rpq[ℓ] block-frequency-domain signal used in update path of

FxLMS algorithms for loudspeaker channel p and
microphone channel q, cf. (4.5.18)

R̆pq[ℓ] block-frequency-domain signal used in update path of
FxLMS algorithms for loudspeaker channel p and
microphone channel q containing two blocks of input,
cf. (4.5.19)

Rss[k] covariance matrix of the input signal s[k]
s, sx, sy, sz spatial position with 3-dimentional coordinates

(cf. Section 2.1.1)
s(t), s[k] speech signal
sdec[k] independent input signal defined in dFxLMS algorithm
sf [k] signal of far-end speaker
sn[k] signal of near-end speaker
s[k], sI[k], sII[k] vectors containing samples of signal as defined in (4.4.2),

(4.5.4) and (4.5.5)
s[ℓ] time-domain vector containing one block of input

(speech) signal, cf. (4.5.14)
S1, S2 switches
Si wall surface area in Sabine formula, cf. (2.1.4)
SF∆[b] spreading function with triangular approximation,

cf. (A.2.22)
SFSH[b] spreading function according to Sekey and Hanson,

cf. (A.2.23)
SFMP3[b] spreading function as used in MP3 standard, cf. (A.2.24)
SFM(v) objective quality measure spectral flatness measure

(SFM), cf. (A.1.10)
SRREdB objective quality measure segmental signal-to-

reverberation-ratio enhancement in dB, cf. (A.2.2)
SSRRdB objective quality measure segmental signal-to-

reverberation-ratio in dB, cf. (A.2.1)
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S[ℓ] block-frequency-domain matrix containing (speech) input
data, cf. (4.5.12) or (4.5.26)

S̆[ℓ] block-frequency-domain matrix containing input data
from two successive blocks, cf. (4.5.13)

t, t′ time (constant)
u[k] Heaviside step function
x(t),x[k] loudspeaker signal
xp[k] loudspeaker signal for channel p

x2[k] smoothed power of the input signal, cf. (5.1.14)
x[k] vector of input samples (loudspeaker signal)
x[ℓ] block time-domain input data vector, cf. (2.2.1)
xp[ℓ] block time-domain signal of loudspeaker channel p,

cf. (2.2.1)
X[ℓ] frequency-domain matrix containing input data as

defined in (2.2.15), (4.5.10)

X̆[ℓ] frequency-domain matrix containing input data from two
successive blocks, cf. (2.2.15)

X̆p[ℓ] frequency-domain matrix containing input data from two
successive blocks of loudspeaker channel p, cf. (4.5.10)

y[k] microphone signal
yq[k] microphone signal of channel q
y[ℓ] time-domain vector containing microphone signal,

cf. (2.2.24) and (2.2.27)
ỹ[ℓ] time-domain vector of microphone signal containing

cyclic convolution products, cf. (2.2.19) and (2.2.26)
ŷq[ℓ] desired signal which results from filtering the input signal

with the desired system, cf. (4.5.25)
y[ℓ] block-frequency-domain microphone signal, cf. (2.2.20)
ỹ[ℓ] block-frequency-domain microphone signal containing

cyclic convolution products, cf. (2.2.14)
Y[ℓ] block-frequency-domain microphone signal, cf. (4.5.6) and

(4.5.34)

Ŷq[ℓ] desired signal in block-frequency-domain which results
from filtering the input signal with the respective desired
system for each channel q, cf. (4.5.23)

ˆ̆
Yq[ℓ] block-frequency-domain matrix containing two successive

blocks of signal after desired system dq, cf. (4.5.24)
v, v[k] equalized system vector, cf. (4.2.5) and (5.2.1)
v transfer function vector of equalized system, cf. e.g.

Section A.1.5
v̄dB mean logarithmic spectrum of equalized system,

cf. (A.1.9)
v′[k] equalized system vector, cf. (5.2.2)
V volume (of a room) in Sabine formula (2.1.4)
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V −1 convolution matrix made of v with an additional first row
of zeros to take into account the delay of one sample as
depicted in Figure 4.41

VAR(v) objective quality measure VAR, cf. (A.1.8)
w window function, cf. (4.6.5)
wFW window function corresponding to forward time masking,

cf. (4.6.1)
w0,k coefficients of window function wFW, cf. (4.6.2)
wd,wu window functions for weighted least-squares equalizer
W matrix containing window function vector on main

diagonal, cf. (4.6.4)
W 01

L×2L windowing matrix of size L times 2L, cf.(2.2.23)
W 01

2L×L windowing matrix of size 2L times L, cf.(2.2.22)
W 10

2L×L windowing matrix of size 2L times L, cf.(2.2.8)
WSS objective quality measure weighted spectral slope,

cf. (A.2.7)

Greek Symbols

α smoothing constant or parameter in (3.3.12)
αw,IS design parameter for window function in (4.7.3)
αw,WLS design parameter for window function in (4.6.2)
β absorption coefficient, cf. (2.1.4), or parameter in (3.3.12)
γ parameter in (3.3.12)
γ1, γ2, γ3 design parameters for OMCR quality measure, cf. (A.2.46)
γ(h) sparsity measure, cf. (3.2.12)
δ general regularization parameter used in different algorithms

such as e.g. NLMS (3.2.11)
δIPNLMS regularization parameter for PNLMS in (3.2.23)
δNLMS regularization parameter for NLMS in (3.2.11)
δPNLMS regularization parameter for PNLMS in (3.2.14)
ǫ small value
η damping constant as defined in (2.1.3)
µdFxLMS step-size of decoupled FxLMS algorithm
µFxLMS step-size of FxLMS algorithm
µIPNLMS fixed step-size of IPNLMS algorithm in (3.2.23)
µLMS step-size of LMS algorithm in (3.2.10)
µmFxLMS step-size of modified FxLMS algorithm
µNLMS[k] step-size of LMS algorithm
µPNLMS fixed step-size of PNLMS algorithm in (3.2.14)
µi,IPNLMS[k] step-size of IPNLMS for coefficient i, cf. (3.2.27)
µ′
i,PNLMS[k] step-size parameter of PNLMS algorithm in (3.2.17)

µPNLMS[k] coefficient vector containing step-sizes of the PNLMS
algorithm as defined in (3.2.16)
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µIPNLMS[k] coefficient vector containing step-sizes of the IPNLMS
algorithm as defined in (3.2.25)

µIPNLMS[k] IPNLMS step-size vector, cf. (3.2.25)
π PI value, e.g. used in (2.1.7)
ρ parameter of PNLMS algorithm in (3.2.17)
τ60 room reverberation time (cf. Section 2.1.4)
υ control parameter of PNLMS algorithm in (3.2.18)
ψ[k] acoustic echo signal

ψ̂[k] estimate of acoustic echo signal (AEC filter output)
ΦeAEC eAEC [ℓ] auto power spectral density (APSD) vector of the AEC error

signal
ΦeAEC sn [ℓ] cross power spectral density (CPSD) vector of the AEC error

signal and the near-end speaker’s signal
Φsn sn [ℓ] auto power spectral density (APSD) vector of the near-end

speaker’s signal

φ̂φφRR[ℓ] auto power spectral density (APSD) vector of the update
signal R in dFxLMS algorithm

φ̂φφRŶ[ℓ] cross power spectral density (CPSD) vector of the update

signal R and the desired signal Ŷ

φ̂φφxe[ℓ] CPDS estimate of loudspeaker signal XH [ℓ] and AEC error
signal eAEC[ℓ], cf. (3.3.25)

Φ̂ΦΦxx[ℓ] APSD estimate of loudspeaker signal XH [ℓ], cf. (3.3.26)
ξ[k] residual acoustic echo signal (equals eAEC[k])

ξ̂[ℓ] output of REEF / residual echo estimate, cf. (3.3.16)



234 Literature



Bibliography

[AB79] J. B. Allen and D. A. Berkley. Image Method for Efficiently Sim-
ulating Small–Room Acoustics. J. Acoust. Soc. Amer., 65:943–950,
1979. (Cited on pages 17, 73, 89, and 138)

[ABB77] J.B. Allen, D.A. Berkley, and J. Blauert. Multimicrophone Singal-
processing Technique to Remove Room Reverberation from Speech
Signals. Journal of the Acoustical Society of America (JASA),
62(4):912–915, October 1977. (Cited on page 68)

[ABZ07] F. Albu, M. Bouchard, and Y. Zakharov. Pseudo-Affine Projection
Algorithms for Multichannel Active Noise Control. IEEE Trans.
on Audio, Speech and Language Processing, 15(3):1044–1052, March
2007. (Cited on pages 107 and 108)

[AD94] C. Antweiler and M Dörbecker. Perfect Sequence Excita-
tion of the NLMS Algorithm and its Application to Acoustic
Echo Control. Annals of Telecommunications, 49:386–397, 1994.
10.1007/BF02999427. (Cited on page 108)

[AD01] N. Al-Dhahir. FIR Channel-Shortening Equalizers for MIMO
ISI Channels. IEEE Trans. Commun., 49(2):213–218, 2001.
(Cited on page 66)

[Adr06] F. Adriaensen. Acoustical Impulse Response Measurement
with ALIKI. In 4th International Linux Audio Confer-
ence (LAC2006), pages 9–14, Karlsruhe, Germany, April 2006.
(Cited on pages 161, 162, 163, and 164)

[AEK01] G. Arslan, B. L. Evans, , and S. Kiaei. Equalization for discrete
multitone transceivers to maximize bit rate. IEEE Trans. on Signal
Processing, 49(12):3123–3135, Dec. 2001. (Cited on page 122)

[AF95] B. Ayad and G. Faucon. Acoustic Echo and Noise Cancelling for
Hands-Free Communication Systems. In Proc. Int. Workshop on
Acoustic Echo and Noise Control (IWAENC), pages 91–94, Roros,
Norway, June 1995. (Cited on page 51)



236 Literature

[AG97] S. Affes and Y. Grenier. A Signal Subspace Tracking Algo-
rithm for Microphone Array Processing of Speech. IEEE Trans.
on Speech and Audio Processing, 5(5):425–437, September 1997.
(Cited on pages 31, 67, and 68)

[AGQ97] C. Antweiler, J. Grunwald, and H. Quack. Approximation of
Optimal Step Size Control for Acoustic Echo Cancellation. In
Proc. IEEE Int. Conf. on Acoustics, Speech and Signal Proc.
(ICASSP), volume 1, pages 295–298, Munich, Germany, April 1997.
(Cited on pages 31 and 138)

[AJ67] A.E. Albert and L.S. Gardner Jr. Stochastic Approximation of Non-
linear Regression. MIT Press Research Monograph No. 42, 1967.
(Cited on page 39)

[Ali98] M. Ali. Stereophonic Acoustic Echo Cancellation System Us-
ing Time-Varying All-Pass Filtering for Signal Decorrelation. In
Proc. IEEE Int. Conf. on Acoustics, Speech, and Signal Pro-
cessing (ICASSP), pages 3689–3672, Seattle, USA, May 1998.
(Cited on page 33)

[All82] J. B. Allen. Effects of Small Room Reverberation on Subjective
Preference. Journal of the Acoustical Society of America (JASA),
71(S1):S5, 1982. (Cited on page 61)

[ARG10] E. Albertin, J. Rennies, and S. Goetze. Objective Quality Measures
for Dereverberation Methods based on Room Impulse Response
Equalization. In Proc. German Annual Conference on Acoustics
(DAGA), Berlin, Germany, March 2010. (Cited on pages 5 and 71)

[AS03] L. Atlas and S. A. Shamma. Joint Acoustic and Modulation Fre-
quency. EURASIP Journal on Applied Signal Processing, 2003:668–
675, January 2003. (Cited on page 31)

[BA83] J. Borish and J. B. Angell. An Efficient Algorithm for Mea-
suring the Impulse Response Using Pseudorandom Noise. Jour-
nal of the Audio Engineering Society, 31:478–488, Jul./Aug. 1983.
(Cited on pages 65 and 133)

[BAGG95] J. Benesty, F. Amand, A. Gilloire, and Y. Grenier. Adaptive Fil-
tering Algorithms for Stereophonic Acoustic Echo Cancellation. In
Proc. IEEE Int. Conf. on Acoustics, Speech, and Signal Processing
(ICASSP), pages 3099–3102, 1995. (Cited on page 32)

[BBK03] H. Buchner, J. Benesty, and W. Kellermann. Multichan-
nel Frequency-Domain Adaptive Filtering with Application to
Multichannel Acoustic Echo Cancellation. In J. Benesty and
Y. Huang, editors, Adaptive Signal Processing – Applications to



Literature 237

Real-World Problems, chapter 4, pages 95–128. Springer, 2003.
(Cited on pages 29 and 33)

[BC82] P.J. Bloom and G.D. Cain. Evaluation of Two-Input Speech Dere-
verberation Techniques. In Proc. IEEE Int. Conf. on Acoustics,
Speech, and Signal Processing (ICASSP), pages 164 – 167, May 1982.
(Cited on page 68)

[BDG96] J. Benesty, P. Duhamel, and Y. Granier. A Multichannel Affine Pro-
jection Algorithm with Applications to Multichannel Acoustic Echo
Cancellation. IEEE Signal Processing Letters, 3(2):35–37, February
1996. (Cited on page 32)

[BDH+99] C. Breining, P. Dreiseitel, E. Hänsler, A. Mader, B. Nitsch,
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[DPK96] T. Dau, D. Püschel, and A Kohlrausch. A Quantitative Model of
the Effective Signal Processing in the Auditory System: I. Model
Structure. Journal of the Acoustical Society of America (JASA),
99(6):3615–3622, June 1996. (Cited on pages 187 and 190)

[DS84] T.G. Dolan and A.M. Small. Frequency Effects in Backward Mask-
ing. Journal of the Acoustical Society of America (JASA), 75:932–
936, March 1984. (Cited on page 119)

[Dut00] D.L. Duttweiler. Proportionate Normalized Least-Mean-Squares
Adaptation in Echo Cancelers. ITSAP, 8(5):508–517, 2000.
(Cited on pages 39, 40, 41, 42, and 146)

[EM85] Y. Ephraim and D. Malah. Speech enhancement using a minimum
mean–square error log-spectral amplitude estimator. IEEE Trans.
on Acoustics, Speech and Signal Processing, 33(2):443–445, 1985.
(Cited on page 30)

[EM06] G. Evangelopoulos and P. Maragos. Multiband Modulation En-
ergy Tracking for Noisy Speech Detection. IEEE Transactions on
Audio, Speech, and Language Processing, 14(6):2024–2038, 2006.
(Cited on page 31)



Literature 243

[EMV02] G. Enzner, R. Martin, and P. Vary. Unbiased Residual Echo Power
Estimation for Hands–Free Telephony. In Proc. IEEE Int. Confer-
ence on Acoustics, Speech and Signal Processing (ICASSP-2002),
Orlando, Florida, USA, May 2002. (Cited on page 30)

[EN89] S. J. Elliott and P. A. Nelson. Multiple-Point Equaliza-
tion in a Room Using Adaptive Digital Filters. Journal of
the Audio Engineering Society, 37(11):899–907, November 1989.
(Cited on pages 62, 63, 65, 66, 97, and 140)

[Enz08] G. Enzner. Kalman Filtering in Acoustic Echo Control: A
Smooth Ride on a Rocky Road. In R. Martin, U. Heute, and
C. Antweiler, editors, Advances in Digital Speech Transmission,
chapter 4, pages 79–106. John Wiley & Sons, West Sussex, Eng-
land, 2008. (Cited on pages 28 and 30)

[ESN87] S.J. Elliott, I.M. Stothers, and P.A. Nelson. A Multiple Error LMS
Algorithm and its Application to the Active Control of Sound and
Vibration. IEEE Trans. on Acoustics, Speech and Signal Processing,
ASSP-35(10):1423–1434, October 1987. (Cited on page 108)

[EV03] G. Enzner and P. Vary. Robust and Elegant, Purely Statistical
Adaptation of Acoustic Echo Canceler and Postfilter. In Interna-
tional Workshop on Acoustic Echo and Noise Control (IWAENC),
pages 43–46, Kyoto, Japan, Sep 2003. (Cited on page 30)

[Fal03] C. Faller. Perceptually Motivated Low Complexity Acoustic Echo
Control. In Preprint 114th Conv. Aud. Eng. Soc., Amsterdam, The
Netherlands, March 2003. (Cited on pages 30, 53, and 54)

[Fal08] T.H. Falk. Blind Estimation of Perceptual Quality for Modern Speech
Communications. PhD thesis, Queen’s University, Kingston, Ont.,
USA, January 2008. (Cited on pages 71, 186, 187, and 188)

[FB95a] G. Faucon and R. Le Bouquin-Jeannes. Joint System for Echo Can-
cellation and Noise Reduction. In European Conf. on Speech Com-
munication and Technology (EUROSPEECH), pages 1525–1528,
Madrid, Spain, Sep 1995. (Cited on page 30)

[FB95b] G. Faucon and R. Le Bouquin-Jeannes. Joint System for Echo Can-
cellation and Noise Reduction. In Proc. ESCA European Conference
on Speech Communication and Technology (EUROSPEECH), pages
1525–1528, Madrid, Spain, September 1995. (Cited on page 51)

[FC05] C. Faller and J. Chen. Suppressing Acoustic Echo in a Spectral
Envelope Space. IEEE Trans. on Speech and Audio Processing,
13(5):1048–1062, September 2005. (Cited on page 30)



244 Literature

[FC08] T.H. Falk and W.-Y. Chan. A Non-Intrusive Quality Measure
of Dereverberated Speech. In Proc. Int. Workshop on Acoustic
Echo and Noise Control (IWAENC), Seattle, USA, September 2008.
(Cited on pages 71 and 186)

[Fer80] E.R. Ferrara. Fast Implementations of LMS Adaptive Filter. IEEE
Trans. on Acoustics, Speech and Signal Processing, 28(4):474–475,
August 1980. (Cited on page 18)

[FFK+08a] A. Favrot, C. Faller, M. Kallinger, F. Kuech, and M. Schmidt.
Acoustic echo control based on temporal fluctuations of short-
time spectra. In Proc. Int. Workshop on Acoustic Echo
and Noise Control (IWAENC), Seattle, USA, September 2008.
(Cited on pages 30 and 33)

[FFK+08b] A. Favrot, C. Faller, M. Kallinger, F. Kuech, and M. Schmidt.
Acoustic Echo Control based on Temporal Fluctuations of Short-
Time Spectra. In Proc. Int. Workshop on Acoustic Echo and
Noise Control (IWAENC), Seattle, WA, USA, September 2008.
(Cited on page 54)

[Fie01] L. D. Fielder. Practical Limits for Room Equalization. In
Proc. AES Convention (Audio Engineering Society), volume
111, pages 1 – 20, New York, NY, USA, September 2001.
(Cited on pages 66, 67, 118, and 119)

[FM73] D. D. Falconer and F. R. Magee. Adaptive Channel Memory
Truncation for Maximum Likelihood Sequence Estimation. The
Bell System Technical Journal, 52(9):1541–1562, November 1973.
(Cited on pages 63, 66, and 122)

[Fry75] P.A. Fryer. Intermodulation Distortion Listening Tests. In 50th Con-
vention, Audio Engineering Society, London, UK, February 1975.
(Cited on page 80)

[FT05] C. Faller and C. Tournery. Estimating the Delay and Coloration
Effect of the Acoustic Echo. In Proc. Int. Workshop on Acoustic
Echo and Noise Control (IWAENC), pages 53–56, Eindhoven, The
Netherlands, September 2005. (Cited on page 30)

[FZ07] H. Fastl and E. Zwicker. Psychoacoustics: Facts and Models.
Springer, Berlin, 3. edition, 2007. (Cited on pages 118 and 119)

[FZC10] T.H. Falk, C. Zheng, and W.-Y. Chan. A Non-Intrusive Qual-
ity and Intelligibility Measure of Reverberant and Dereverberated
Speech. IEEE Transactions on Audio, Speech, and Language Pro-
cessing, 18(7):1766–1774, 2010. (Cited on page 186)



Literature 245

[GA03] B.W. Gillespie and L.E. Atlas. Strategier for Improving Audible
Quality and Speech Recognition Accuracy of Reverberant Speech.
In Proc. IEEE Int. Conf. on Acoustics, Speech, and Signal Processing
(ICASSP), pages 676–679, April 2003. (Cited on page 68)

[GAK+10] S. Goetze, E. Albertin, M. Kallinger, A. Mertins, and K.-D. Kam-
meyer. Quality Assessment for Listening- Room Compensation Al-
gorithms. In Proc. IEEE Int. Conf. on Acoustics, Speech, and
Signal Processing (ICASSP), Dallas, Texas, USA, March 2010.
(Cited on pages 5, 67, 71, and 72)

[GAR10a] Sound samples, correlation patterns, and MATLAB code
for quality assessment available online at http://www.ant.uni-
bremen.de/∼goetze/aes2010/, 2010. (Cited on page 74)

[GAR+10b] S. Goetze, E. Albertin, J. Rennies, E.A.P. Habets, and K.-D. Kam-
meyer. Speech Quality Assessment for Listening-Room Compensa-
tion. In 38th AES Conference, pages 11–20, Pitea, Sweden, July
2010. (Cited on pages 5, 67, 71, and 72)

[GAR+14] S. Goetze, E. Albertin, J. Rennies, E.A.P. Habets, and K.-D. Kam-
meyer. Speech Quality Assessment for Listening-Room Compensa-
tion. J. Audio Eng. Soc., 62(6):386–399, June 2014. (Cited on page 5)

[Gau03] M. Gauger. An Improved Method for Stereo Acoustic Echo Can-
celling. In Proc. IEEE Int. Conf. on Acoustics, Speech, and Signal
Processing (ICASSP), pages 596–599, April 2003. (Cited on page 33)

[Gay98] S.L. Gay. An Efficient, Fast Converging Adaptive Filter for Network
Echo Cancellation. In Proc. Asilomar Conf. on Signals, Systems,
and Computers, pages 394–398, Pacific Grove, CA, USA, November
1998. (Cited on pages 41 and 43)

[GB99] S. M. Griebel and M. S. Brandstein. Wavelet Transform Extrema
Clustering for Multi-Channel Speech Dereverberation. In Proc. Int.
Workshop on Acoustic Echo and Noise Control (IWAENC), Pocono
Manor, PA, USA, September 1999. (Cited on page 72)
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[GSG+12] S. Goetze, J. Schröder, S. Gerlach, D. Hollosi, J.-E. Appell, and
F. Wallhoff. Acoustic Monitoring and Localization for Social Care.
Journal of Computing Science and Engineering (JCSE), SI on
uHealthcare, 6(1):40–50, March 2012. (Cited on page 5)

[GSO98] J. Gonzales-Rodriguez, J.L Sanchez-Bote, and J. Ortega-Garcia.
Speech Dereverberation and Noise Reduction with a Combined Mi-
crophone Array Approach. In Proc. IEEE Int. Conf. on Acoustics,
Speech, and Signal Processing (ICASSP), pages 3613–3616, 1998.
(Cited on page 67)

[GT95] S.L. Gay and S. Tavathia. The Fast Affine Projection Algorithm.
In Proc. IEEE Int. Conf. on Acoustics, Speech and Signal
Proc. (ICASSP), pages 3023–3026, May 1995. (Cited on page 29)

[GT98] A. Gilloire and V. Turbin. Using Auditory Properties to Improve the
Behaviour of Stereophonic Acoustic Echo Cancellers. In Proc. IEEE
Int. Conf. on Acoustics, Speech, and Signal Processing (ICASSP),
1998. (Cited on page 31)

[GTN07] N.D. Gaubitch, M.R.P. Thomas, and P.A. Naylor. Subband Method
for Multichannel Least Squares Equalization of Room Transfer Func-
tions. In Proc. IEEE Workshop on Applications of Signal Processing
to Audio and Acoustics (WASPAA), pages 14–17, New Paltz, USA,
October 21-24 2007. (Cited on page 97)

[Gus99] S. Gustafsson. Enhancement of Audio Signals by Combined Acous-
tic Echo Cancellation and Noise Reduction. PhD thesis, Aachen
University of Technology, Wissenschaftsverlag Mainz, Aachen, June
1999. Aachener Beiträge zu digitalen Nachrichtensystemen, Band
11. (Cited on pages 30, 31, 53, and 118)

[GXJ+11] S. Goetze, F. Xiong, J.O. Jungmann, M. Kallinger, K.-D. Kam-
meyer, and A. Mertins. System Identification of Equalised Room
Impulse Responses by an Acoustic Echo Canceller using Propor-
tionate LMS Algorithms. In Proc. 130th AES Convention, London,
UK, May 2011. (Cited on pages 5, 6, 59, and 69)

[GXR+10] S. Goetze, F. Xiong, J. Rennies, T. Rohdenburg, and J.-E. Appell.
Hands-Free Telecommunication for Elderly Persons Suffering from
Hearing Deficiencies. In 12th IEEE International Conference on E-
Health Networking, Application and Services (Healthcom’10), Lyon,
France, July 2010. (Cited on page 5)

[GZ91] J. E. Greenberg and P. M. Zurek. Adaptive Beamformer Perfor-
mance in Reverberation. In Proc. IEEE Workshop on Applications
of Signal Processing to Audio and Acoustics (WASPAA), Mohonk,
USA, 1991. (Cited on page 67)



250 Literature

[GZ92] J. E. Greenberg and P. M. Zurek. Evaluation of an adaptive beam-
forming method for hearing aids. Journal of the Acoustical Society of
America (JASA), 91(3):1662–1676, March 1992. (Cited on page 31)

[Hab07] E.A.P. Habets. Single and Multi-Microphone Speech Dere-
verberation using Spectral Enhancement. PhD thesis, Univer-
sity of Eindhoven, Eindhoven, The Netherlands, June 2007.
(Cited on pages 13, 15, 16, 30, 62, 63, 68, 69, 71, 72, 80, 165, and 168)

[Hab08] E.A.P. Habets. Multi-Microphone Speech Dereverberation using
Spectral Enhancement and Statistical Reverberation Models. Oc-
tober 2008. (Cited on pages 68 and 69)

[Hal01] T. Halmrast. Sound Coloration From (Very) Early Reflections. In
Annual Meeting of Acoustical Society of America (ASA), Chicago,
IL, USA, June 2001. (Cited on page 11)

[Hay02] S. Haykin. Adaptive Filter Theory. Prentice Hall, 2002.
(Cited on pages 18, 29, 37, 38, 39, 51, 52, 55, 113, and 143)

[HBC06] Y.A. Huang, J. Benesty, and J. Chen. Acoustic MIMO Signal Pro-
cessing. Springer, 2006. (Cited on page 10)

[HBCG09] E.A.P. Habets, J. Benesty, I. Cohen, and S. Gannot. On a Trade-
off Between Dereverberation and Noise Reduction using the MVDR
Beamformer. In Proc. IEEE Int. Conf. on Acoustics, Speech,
and Signal Processing (ICASSP), pages 3741–3744, Taipai, Taiwan,
April 2009. (Cited on page 67)

[HBG+09] E.A.P. Habets, J. Benesty, S. Gannot, P.A. Naylor, and I. Cohen. On
the Application of the LCMV Beamformer to Speech Enhancement.
In Proc. IEEE Workshop on Applications of Signal Processing to
Audio and Acoustics (WASPAA), New York, USA, October 2009.
(Cited on page 67)

[HBK04] S. Spors H. Buchner and W. Kellermann. Wave-Domain Adap-
tive Filtering: Acoustic Echo Cancellation for Full-Duplex Systems
Based on Wave-Field Synthesis. In Proc. IEEE Int. Conf. on Acous-
tics, Speech, and Signal Processing (ICASSP), volume 4, pages iv–
117 – iv–120, May 2004. (Cited on page 69)

[HBNK05a] W. Herbordt, H. Buchner, S. Nakamura, and W. Kellermann. Ap-
plication of a double-talk resilient dft-domain adaptive filter for bin-
wise stepsize controls to adaptive beamforming. In Int. Workshop
on Nonlinear Signal and Image Processing (NSIP), Sapporo, Japan,
May 2005. (Cited on page 32)



Literature 251

[HBNK05b] W. Herbordt, H. Buchner, S. Nakamura, and W. Kellermann.
Outlier-robust dft-domain adaptive filtering for bin-wise step-
size controls, and its application to a generalized sidelobe can-
celler. In Proc. Int. Workshop on Acoustic Echo and Noise Con-
trol (IWAENC), Eindhoven, The Netherlands, September 2005.
(Cited on page 32)

[HBSH98] O. Hoshuyama, B. Begasse, A. Sugiyama, and A. Hirano. A Re-
altime Robust Adaptive Mikrophone Array Controlled by an SNR
Estimate. In Proc. IEEE Int. Conf. on Acoustics, Speech, and Signal
Processing (ICASSP), pages 3605 – 3608, Washington, USA, May
1998. (Cited on page 31)

[HCGS08] E.A.P. Habets, I. Cohen, S. Gannot, and P.C.W. Sommen.
Joint Dereverberation and Residual Echo Suppression of Speech
Signals in Noisy Environments. IEEE Trans. on Audio,
Speech and Language Processing, 16(8):1433–1451, November 2008.
(Cited on pages 68 and 69)

[HDM07] T. Hikichi, M. Delcroix, and M. Miyoshi. Inverse Filtering for Speech
Dereverberation Less Sensitive to Noise and Room Transfer Func-
tion Fluctuations. EURASIP J. on Advances in Signal Process-
ing, Volume 2007, Article ID 34013, 2007. doi:10.1155/2007/34013.
(Cited on pages 65, 67, 97, 136, and 137)
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[HSGA10] D. Hollosi, J. Schröder, S. Goetze, and J.-E. Appell. Voice Activ-
ity Detection Driven Acoustic Event Classification for Monitoring
in Smart Homes. In 3rd International Symposium on Applied Sci-
ences in Biomedical and Communication Technologies (Best Paper
Award), Rome, Italy, November 2010. (Cited on pages 5 and 31)

[HTK03] W. Herbordt, T. Trini, and W. Kellermann. Robust spatial es-
timation of the signal-to-interference ratio for non-stationary mix-
tures. In Proc. Int. Workshop on Acoustic Echo and Noise Con-
trol (IWAENC), pages 247–250, Kyoto, Japan, September 2003.
(Cited on page 32)

[Hub03] R. Huber. Objective Assessment of Audio Quality Using an Audi-
tory Processing Model. PhD thesis, University of Oldenburg, 2003.
(Cited on page 191)

[IEC98] IEC. Sound System Equipment - Part 16: Objective Rat-
ing of Speech Intelligibility by Speech Transmission Index, 1998.
(Cited on page 61)

[IG07] M.A. Iqbal and S.L. Grant. Novel and Effcient Download Test for
Two Path Echo Canceller. In Proc. IEEE Workshop on Applications
of Signal Processing to Audio and Acoustics (WASPAA), New Paltz,
NY, USA, October 2007. (Cited on page 31)

[IK97] M. Ihle and K. Kroschel. Integration of Noise Reduction and Echo
Attenuation for Handset–Free Communication. In Proc. Int. Work-
shop on Acoustic Echo and Noise Control (IWAENC), pages 69–72,
London, Great Britain, Sep 1997. (Cited on page 31)

[Int92] International Organization for Standardization. Coding of Mov-
ing Pictures and Associated Audio for Digital Storage Media at
up to about 1.5 MBit/s, Audio Part (11172-3), November 1992.
(Cited on pages 30 and 175)



254 Literature

[ISO97] ISO Norm 3382: Acoustics – Measurement of the Reverbera-
tion Time of Rooms with Reference to other Acoustical Parame-
ters. International Organization for Standardization (ISO), Geneva,
Switzerland, 1997. (Cited on pages 66, 161, and 163)

[ISO03] ISO Norm 226:2003: Acoustics – Normal Equal-Loudness-Level
Contours. International Organization for Standardization (ISO),
Geneva, Switzerland, 2003. (Cited on pages 176 and 177)

[ISO06a] ISO Norm 3382-1: Acoustics – Measurement of Room Acoustic Pa-
rameters – Part 1: Performance Rooms (iso/dis 3382-1:2006). Inter-
national Organization for Standardization (ISO), Geneva, Switzer-
land, 2006. (Cited on page 161)

[ISO06b] ISO Norm 3382-2: Acoustics – Measurement of Room Acoustic Pa-
rameters – Part 2: Reverberation Time in Ordinary Rooms (iso/dis
3382-2:2006). International Organization for Standardization (ISO),
Geneva, Switzerland, 2006. (Cited on page 161)

[ITU88] ITU-T P.30 Transmission Performance of Group Audio
Terminals (GATs), ITU-T Recommendation P.30, 1988.
(Cited on pages 29 and 39)

[ITU93a] ITU-T G.167 General Characteristic of International Telephone
Connections and International Telephone Circuits – Acous-
tic Echo Controllers, ITU-T Recommendation G.167, 1993.
(Cited on pages 29 and 39)

[ITU93b] ITU-T P.34 Transmission Characteristics of Hands-Free Telephones,
ITU-T Recommendation P.34, 1993. (Cited on pages 29 and 39)

[ITU96] ITU-T P.800. Methods for Subjective Determination of Trans-
mission Quality, ITU-T Recommendation P.8800, November 1996.
(Cited on page 74)

[ITU01] ITU-T P.862. Perceptual Evaluation of Speech Quality (PESQ),
an Objective Method for End-to-End Speech Quality Assessment of
Narrowband Telephone Networks and Speech Codecs, ITU-T Rec-
ommendation P.862, February 2001. (Cited on pages 189 and 190)

[ITU03] ITU-T P.835. Subjective Test Methology for Evaluating Speech
Communication Systems that Include Noise Suppression Algorithm,
ITU-T Recommendation P.835, November 2003. (Cited on page 74)

[Jet79] J.J. Jetzt. Critical Distance Measurement of Rooms from the Sound
Energy Spectral Response. Journal of the Acoustical Society of
America (JASA), 65(5):1204–1211, May 1979. (Cited on page 80)



Literature 255

[JGM11] J.O. Jungmann, S. Goetze, and A. Mertins. Room Impulse Response
Reshaping by p-Norm Optimization based on Estimates of Room
Impulse Responses. In Proc. 37th Annual Convention for Acous-
tics (DAGA), pages 611–612, Düsseldorf, Germany, March 2011.
(Cited on page 5)

[JMGM11] J.O. Jungmann, T. Mei, S. Goetze, and A. Mertins. Room Im-
pulse Response Reshaping by Joint Optimization of Multiple P-
Norm Based Criteria. In Proc. 19th European Signal Processing
Conference (EUSIPCO), pages 1658–1662, Barcelona, Spain, Aug.
2011. (Cited on pages 5, 67, 119, 122, and 126)

[JMM12] J. O. Jungmann, R. Mazur, and A. Mertins. Robust listening room
compensation by optimizing multiple p-norm based criteria. In Proc.
German Annual Conference on Acoustics (DAGA), Darmstadt, Ger-
many, Mar. 2012. (Cited on page 126)

[Joh88] J. D. Johnston. Transform Coding of Audio Signals using Perceptual
Noise Criteria. IEEE Journal on Selected Areas in Communication,
6(2):314–232, February 1988. (Cited on page 167)

[Joy75] W.B. Joyce. Sabine’s Reverberation Time and Ergodic Auditoriums.
Journal of the Acoustical Society of America (JASA), 58(3):643–655,
1975. (Cited on page 15)

[JS98] Y. Joncour and A. Sugiyama. A Stereo Echo canceler with Pre-
Processing for Correct Echo-Path Identification. In Proc. IEEE Int.
Conf. on Acoustics, Speech, and Signal Processing (ICASSP), pages
3677–3682, Seattle, USA, May 1998. (Cited on page 33)

[Kal07] M. Kallinger. Neue Ansätze zur Unterdrückung akustischer Echos
unter Einbeziehung einer Stereo-Sprachübertragung. PhD the-
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