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ABSTRACT One major advantage of cloud/centralized radio access network is the ease of implementation
of multi-cell coordination mechanisms to improve the system spectrum efficiency (SE). Theoretically, large
number of cooperative cells lead to a higher SE; however, it may also cause significant delay due to extra
channel state information feedback and joint processing computational needs at the cloud data center, which
is likely to result in performance degradation. In order to investigate the delay impact on the throughput
gains, we divide the network into multiple clusters of cooperative small cells and formulate a throughput
optimization problem. We model various delay factors and the sum-rate of the network as a function of cluster
size, treating it as the main optimization variable. For our analysis, we consider both base stations’ as well as
users’ geometric locations as random variables for both linear and planar network deployments. The output
signal-to-interference-plus-noise ratio and ergodic sum-rate are derived based on the homogenous Poisson
point processing model. The sum-rate optimization problem in terms of the cluster size is formulated and
solved. Simulation results show that the proposed analytical framework can be utilized to accurately evaluate

the performance of practical cloud-based small cell networks employing clustered cooperation.

INDEX TERMS Cloud-RAN, CSI delay, latency, optimal cooperative cluster, Poisson point processing.

I. INTRODUCTION

As a promising candidate technology for next generation
wireless communications, cloud (or centralized) radio access
network (C-RAN) has drawn significant attention by both
academia and industry in the last few years. Apart from
C-RAN’s advantage of reducing radio site operations
and capital costs, another benefit is relate to ease in
the implementation of multi-cell coordination mecha-
nisms such as coordinated multi-point transmission and
reception (CoMP) [1]-[4], thus promising higher system
performance through efficient interference management.
In addition, the cloud-based architecture provides the flex-
ibility of splitting the radio access functionalities between
the cloud and the remote sites depending on the backhaul
link capacity and software/hardware processing capability
of the access and cloud entities in the network [2], [5], [6].
One of the most popular functional split options in a
C-RAN is to consider a high computational capability central

processor taking high-complexity tasks in the cloud, and a
set of densely deployed, low power, low-complexity radio
remote heads (RRHs) [7], [8]. This option can harness the
benefit of deploying a low-cost dense small cell network,
while at the same time efficient interference avoidance and
cancelation algorithms across multiple small cells can be
realized through centralized processing in order to improve
network spectral efficiency (SE).

Theoretically, larger cooperation cluster size (i.e. num-
ber of cooperating cells) leads to better interference cance-
lation and higher system SE. However, this is in practice
not true if real-world implementation factors, such as latency,
are taken into account. Larger number of cooperating
cells/antennas results in more complex channel estimation
and precoding implementation; this is especially true for
advanced channel estimators such as minimum mean square
error (MMSE) [9], [10] and zero-forcing (ZF) precoders [11]
whose complexity is in cubic-order of the number of involved
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(transmitting or receiving) antennas. In addition, more
antennas/cells/users in a cluster imply more CSI required
for precoding, bringing further CSI feedback delay into the
system. Furthermore, due to general-purpose hardware pro-
cessing in the cloud data center, and also due to the uncer-
tainties in availability of computational resource, significant
processing delay may get added. All these delays can cause
mismatch between actual channels and the channel used for
calculating precoder matrix, consequently, performance
degradation results. Therefore, we conjecture that there must
be an optimal cluster size, large enough to mitigate inter-
ference into a reasonable level yet small enough to save the
performance loss due to the delay-caused channel mismatch.

To optimize the cluster size of cloud-based small cell
networks, building a mathematic link between the optimizing
criterion in terms of sum-rate and the cluster size is the key.
Two problems arise in that building process: 1) how to model
the signal model of the network as a function of the cluster
size and 2) how to map the cluster size as a function of latency.

For the first problem, we start our analysis from the
deployment of cellular system, where typically the base
stations (BS) are fixed in homogeneous grid. However, the
most significant change that has to be taken into consideration
for cooperation in small cells (in comparison with a point-
to-point MIMO system) is the geometric location random-
ness which leads to the uncertainty of the large-scale fading.
Towards this end, several papers have considered large
scale fading as well as small scale fading in analyzing the
ergodic capacity of cooperative systems for uplink [12] and
downlink [13]-[16], considering BSs locations fixed while
treating UEs locations as random variables. However, this
model is likely to be inaccurate for heterogeneous networks
consisting of small cell deployments both in urban and subur-
ban areas, where cell radius varies significantly and should be
modeled as arandom variable in itself. In a befitting direction,
in [17] and [18], an analysis was presented by introducing
an extra source of randomness, i.e. modeling the position of
the base station as a homogeneous Poisson point process-
ing (PPP), which will be used as a framework in our analysis
in Section III. In addition, a tractable model for non-coherent
joint transmission base station cooperation is established and
closed-form for SINR distribution by considering a single UE
is proposed in [19].

Regarding the second problem of mapping cluster size
with latency, few works in literature so far have considered
the impact of latency in multi-cell cooperation systems. The
authors in [20] and [21] considered CSI feedback delay
in their analysis for distributed antenna systems. Moreover,
backhaul latency models for various backhaul topologies and
technologies were only introduced in [22] and [23], how-
ever, the performance analysis and proposed algorithms are
based on a single cooperative cluster instead of a network
composed of multiple clusters that may interfere to each
other.

In this paper, we consider a set of clusters in a cloud-
based network sharing the same cloud resources, where each
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cluster is composed by a number of RRHs performing joint
processing and operating as multi-antenna BS. In our work,
we consider both RRHs’ and users’ geometric location as
random variables based on homogeneous PPP [17], [18] as
well as the effects of processing and CSI feedback delay.
This approach is not only more generic but also more real-
istic considering the dynamic deployment nature of small
cells in the future. The output SINR is derived in terms of
the RRH and UE density in the presence of delay-caused
channel mismatch. All of the parameters are converted
into a function of cluster size to formulate the opti-
mization problem. We briefly summarize the contribu-
tions and constraints of our work on the cluster size
optimization for cloud-based small cell networks as
follows:

o By treating both UEs and RRHs locations as random
variables, the path-loss in addition with the fast fading
are considered in the channel model. In the presence
of delay and given a specific cluster size, we derive
the general output SINR expression in terms of node
density py and pr by considering two representative
linear precoders: MRT (maximum ratio transmission)
and ZF, respectively. The analysis is divided into
two steps. The first one assumes UE is located at an
arbitrary distance to the cluster center; and in the second
step, the analysis is generalized by treating the arbitrary
distance as a random variable. Both linear and planar
deployment of cells is considered.

o Considering an FDD (frequency division duplex) sys-
tem, we build a generic delay model for the cloud-
based small cell networks comprising the computational
processing delay at the cloud data center, CSI feedback
delay due to the transmission capacity limit link from
UE to RRH, channel estimation delay, the propagation
delay and the backhaul latency due to the data exchang-
ing between cloud and small cells. However, the model
can be extended to TDD (time division duplex) system
straightforwardly. We then model the precoder delay as
a function of the cooperative cluster size to show its
impact on the performance.

o We show that the ergodic output SINR can be expressed
as a function of the cluster size. The geographic area
of a network is considered to be divided into separate
clusters and an optimization problem is formulated by
expressing ergodic sum-rate in terms of the cooperative
cluster size. Due to the complex relationship between the
cost function and the cluster size, numerical methods are
used to show its consistency to the simulation results.
Both large-scale and small-scale factors are considered
in the channel model, however, the shadowing factor of
the large scale fading, is not considered for tractability
of analysis.

o The paper focuses on one of the most popular functional
split options in cloud-based architecture [2], consisting
of low-complexity low-cost RRHs and a cloud data cen-
ter that can take as much functionality implementation
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as possible with perfect (in terms of capacity) backhaul!
between them. However, the general method and opti-
mization could be adopted for any other functional split
options depending on the backhaul capacity and other

hardware constraints

Notations: Vectors and matrices are denoted by lowercase
and uppercase bold letters, where {-}*, {-}7, {-}* stand for
the Hermitian conjugate, transpose and conjugate operation,
respectively. £{-} denotes the expectation operation. We use
(O, R) to denote a circle with radius R and its center at O.
[A]r and ||A| refer to the k-th diagonal element and the
Frobenius norm of matrix A, respectively.

=

g UE = Backhaul Link

Overall Network A cluster

FIGURE 1. Considered C-RAN architecture and RRH clustering.

Il. SYSTEM MODEL
As shown in Fig. 1, we consider the downlink of a network
comprising a large number of RRHs and we suppose that each
RRH is connected with the cloud data center through fiber
or other capacity unlimited backhaul links, while there is no
direct physical link between RRHs. Therefore each RRH in
a cooperative cluster can only acquire a local CSI and global
CSI is accumulated at the cloud by RRH feedback via the
backhaul links. The precoding matrix calculations will be
done in the cloud. However, there are two main options for the
precoding implementation: a) the implementing at the cloud
and then forwarding the precoded I/Q signals to individual
RRH for transmission; b) cloud-assisted implementation at
each individual RRH, i.e. the modulated I/Q signal (before
precoding) and relevant precoding coefficients will be sent
from the cloud to the each RRHs and the rest of physical
layer processing will take place in RRH. There are pros and
cons for each architecture [24]. In this paper, we focus our
investigation on case a) only, which is a more popular cloud
architecture.

To mitigate the expected delay under joint transmis-
sion operation (mainly due to CSI feedback and precoding

1Strictly speaking, the link between RRH and cloud is called fronthaul
while the link between the cloud to the core network is called backhaul.
However, in some studies [2], [3], the link between the UE and RRH is called
backhaul in order to separate it from the access link.
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matrix calculation), we need to divide the network into a set
of clusters with each one consisting of reasonable number
of cooperative RRHs as shown in Fig. 1. In this case, each
cluster only requires CSI between the RRHs and the UEs
within the cluster and the amount of feedback will drop
since low dimension precoding requires less CSI. Mean-
while, precoding can be performed in the cloud separately
for each cluster, therefore, the computational complexity will
be reduced. Consequently, the introduced delays could be
mitigated and performance loss due to the channel mismatch
will be reduced. On the other hand, extra inter-cluster inter-
ference due to small cluster size may diminish throughput
in each cluster. Therefore, there must be an optimal cluster
size to trade off delay and interference for maximizing system
performance.

A. CLUSTERING MODEL

Consider a network served by a cloud in a d-dimensional
space with a volume of V, where d could take the value
of 1 or 2, corresponding to the linear or planar deploy-
ments, respectively. Here we assume the space is centrally
symmetric and therefore the volume of the space could be
generally expressed by cde, where ¢y is the volume of the
d-dimensional unit ball and R; is the distance from the center
to an arbitrary point on the bound of the d-dimensional space.
Obviously, for linear and planar deployments, ¢; = 2 and
¢y = m, respectively.

A RRH
° UE

/77 Actual/Simulation
> Cluster Bound

° \ '
° Y Approximated/Analysis
A W Cluster Bound
° AN

FIGURE 2. Cluster division for planar deployment with each cluster being
shaped as a hexagon.

Focusing on the planar deployment for demonstration pur-
poses, we consider the network is divided into N, same
area and same shape clusters, i.e. each cluster has an area
of v = V/N.. One practical cluster shape in order to avoid
adjacent cluster overlap and to maximize the density of pack-
ing in this 2D space is the hexagonal shape, as shown in Fig. 2.
However, since hexagonal boundary is relatively difficult to
analyze, the hexagonal cluster can be replaced by an equiv-
alent circular cluster having the same central point and the
same area as the hexagon. The approximation is practical
and accurate since the sum-rate contribution from the edge
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of a cluster is margina12 (see Fig. 2). In addition, we consider
a network comprising of b tiers clusters, i.e. the number of
clusters in a network can only be 1 4 3b(b + 1) [26], where
b denotes the number of tiers. Fig. 2 gives an example of 1-tier
network comprising 7 clusters. Note that under the assump-
tion of network bounding with a circular one, the network is
not completely overlapped by the clusters at the edge of the
network. However, larger number of tiers (i.e. more clusters)
leads to a negligible model error. In addition, the approxi-
mation is made at cluster edges, which contributes marginal
sum-rate to the network.? Note that the above approximation
for the planar deployment is not required for the linear case,
where each cluster evenly occupies the same portion (length)
of the network.

Next, we consider the active RRHs and UEs randomly scat-
tered into the d-dimensional space with density py and pg,
respectively (see Fig. 2). We assume that each RRH is
equipped with M antenna and each UE is equipped with
single antenna. Thus, the number of UEs ny ;, RRHs ng;
and transmission antennas na ; = Mng ; in each cluster (for
i = 1,2,---,N,) are variables. Since the UEs and RRHs
are dropped based on the homogeneous PPP model, we can
express the expected number of RRHs Ng, UEs Ny, and
total transmission antennas Ny in any cluster i with volume v
as [18]:

Ny = E(ny,i)) = vpu, Nr = EmR,i) = vor,
Np = E(na ) = EMng ;) = Mvpr, (1

Apparently, the expected number of UEs and RRHs in the
region outside of the considered cluster i is (V — v)py
and (V — v)pR, respectively.

B. CHANNEL MODEL

By considering both path-loss and small scale fast fading
effects of the wireless access channel between RRH and UE,
the baseband channel at time index ¢ can be expressed as

hijlt] = hijk[11Gijk, ()

where l_11-, iklt] € C!*Aj is the compound channel between
the j-th RRH and k-th UE in the i-th cluster. G;j; =
diag[gijk,1, &ijk,2, " » &ijkna,l € R™AJ*"Aj is a diago-
nal matrix with gl% ikl corresponding to the channel path-
loss. h;ji[t] € C!*mAj is the corresponding fast fading
factor of the channel with complex Gaussian distribution
CN(O, 1).

The precoding matrix calculation is based on a delayed
(outdated) version of the channel, at time + — A¢, which can
be written as:

h; ;i [

— At] =h;jilt — AtG jik, 3

2Indeed, we adopt hexagonal cluster as the practical deployment in our
simulations, the results will show the approximation error is negligible
comparing with the analyzed results that are based on a circle shaped cluster.

30ur simulation results (as illustrated in Section V-1) show that this
approximation provides valid results even with small number of tiers.
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where we have assumed that RRHs and UEs are essentially
static and the path-loss G;jx is kept as a constant during
the At period.

Here we suppose that the channel is spatially uncorrelated
but time correlated as follows [25]:

hjilt] =hyjilt — At]A; ke + €ijrlt], 4)

where A;ji is a diagonal matrix defined as A;jx =
diag[Aijk,1, Aijik2s o s hijkona,l € RUASMAS with
Aijkt = JoQmfp,ijkiAt) < 1 being the temporal cor-
relation factor. Jy is the zero-order Bessel function of first
kind, fp,;jk, is the Doppler spread from the /-th antenna
that belongs to the j-th cluster to k-th UE of the i-th cluster.
Since the cooperative RRHs in one cluster are assumed
static, we will assume that A;jx1 = Ajjr2 = -+ =
Aijikona ;= = X jk in the rest of the paper for brevity. Fmally,
eijk € C!'*naj denotes the channel mismatch vector with
each element being modeled as complex Gaussian distribu-
tion as CA'(0, 1 — A7, 0 [251.

Substituting (4) mto (2) and considering (3), we obtain
following relationship between the current and outdated
channels as follows:

hij (1] = Aijihijilt — ANGij i + €jGijx
= hijkhijrlt — At + e jGijx. Q)]
It is apparent that since the calculation of the precoding
matrix is based on the Qutdated channel h; j [t — At] instead
of the actual channel h; j [¢], the performance of the joint

transmission process will be affected. Note that in the fol-
lowing, for simplification we define:

fli,j,k[t] = hy [t — At], (6)

and we omit the time index.
Thus, the received signal of the k-th UE in the i-th cluster
can be written as:

NUE,i
Yik = SV MiiaWirxic +/V; Y hiigwixi
—_— ——
I=T, Ik

Desired signal

Intra-cluster interference

NUE,i
+ Z «/_thjkwjlx]l+nzk» @)
Jj=1j#i =1

Nmse

Inter-cluster interference

where n; i is the Gaussian noise with distribution CA/(0, ofk),
and w; ; € C"Ad *1 and x; x stand for the precoding vector and
transmit signal for the k-th UE in the i-th cluster, respectively.
x; , and x;; are assumed uncorrelated for (i, j) # (k, ) (for
i,j = 1,---,N.and k,l = 1,---,ny;) and being zero
mean and unit power variables, i.e. E{]|x; j||2} = 1. Finally,
y; denotes the transmitting power of the signal x; ;. Note that
here we have supposed power is evenly allocated to each UE
in a cooperative cluster.
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By substituting (5) into (7), the desired signal power, Py,
and the interference power, P;, for the k-th UE in the
i-th cluster can be expressed as:

2 2
Py = yillAiijhi ik Gy ;  WikXik ™ + villeiikGiikWikXi k|

NUE,i
2
Pr =1, Z i, ghiikGiik + €0k Gii kWi ixi il
I=1,ik
N  NUE.i
; 2
FIVy; D Y hijawiiall®, ®)
j=1j# =1

where we have used the fact that e; ; x is independent of the
channel vector h;; x and h; ; ; is independent of h; ; x when
i # j. Thus, the expectation of the output SINR in the
presence of delay impact can be written as:

P
— 1} ©)
Pl + Gi,k

SINR; . = &{
1Il. DESIRED SIGNAL AND INTERFERENCE POWER
The SINR expression in (9) is very difficult to analyze the-
oretically since it is a compound function of multiple vari-
ables including large-scale and fast fading of the channels,
delay and precoding coefficients as well as multiple random
deployed RRHs and users. As a solution, we will first derive
the desired signal and interference power for single user case
without considering delay impact and any specific precod-
ing algorithm. In other words, we focus on user k£ and set
eiixr = 0and w;; = 1, Vi, [, in equation (9). However,
we will consider all of these factors in the next section and we
will demonstrate that the fast fading, and specific precoding
coefficients along with delay-caused error can be treated
independently.

Expressing the precoding fast fading and path-loss coeffi-
cients as functions of RRHs’ location z € v, the expected total
received signal power at the k-th UE in the i-th cluster can be
given as:

P = EQY_IIR@IP @I w1 1117}

zev

— pre f 18I%d=. (10)
Rd

since E{1h))1%} = E(Iw@I1?} = E{Ix[?} = 1. When the
UE of interest is assumed to be located at the center of the
cluster, the received signal power can be given by [18]:

R
i’x = pRRHcdd/ g(r)rd_ldr
0

R
= 271,0RRH/ r~Trdr (whend = 2). (11)
0

Note that in this work we consider that path-loss coeffi-
cients, g(r), are derived from the following model:

® R, ifr <Ry (12)
r) =
§ r~ 7 ifr > Ry,
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where 7 is the path-loss exponent* and Ry is a mini-
mum distance between the UE and RRH to bound the
path-loss [18], i.e. the path-loss during the distance [0, Ro]
is assumed constant.

Equation (11) gives a general calculation method of the
desired signal power for a UE located at the center of the
network. In essence, this stands for the best case scenario
on average since the UE receives the largest power from the
distributed RRHs and smallest interference from outside of
the cluster. However, the UE could be located at arbitrary
point in the cluster, i.e. the location of UE is another random
variable.

To solve the above problem we will take a step-by-step
approach. Firstly, the desired signal and interference power
will be derived considering the UE located at an arbitrary
but fixed point in a cluster. Then, by treating the UE location
as a random variable, the generic expressions will be derived.
Note that all derivations will be for the more complex planar
deployment in the first instance and then respective expres-
sions for the linear case (e.g., for train line scenarios) will be
provided.

by l:‘ Region 1
|:| Region 2

|AR-a>le— 0 —>

Bound of cluster

FIGURE 3. The two integral regions of desired signal power for the
UE at G.

A. UE AT ARBITRARY FIXED LOCATION

Without loss of generality, we assume that the UE is located
at point G with a distance of @ € [0, R] from the center of
the cluster O, as depicted in Fig. 3. Let’s first consider the
desired signal power, which is contributed by two regions
(see Fig. 3), i.e.

Py(a) = Px1(a) + Px(a). 13)

The first part of equation (13), Py (a), is at@ributed to the
RRHs in region 1, i.e. within circular area (G, R — a), and
it can be calculated straightforwardly by using equation (11)

4Typical path loss exponent values vary between 2 ~ 3.5 depending on
the deployment scenarios, where the microcellular models suggest a smaller
value of 7 = 2, and the macrocellular models suggest a much larger value of
n =3.5[13].

51n some other channel path-loss modeling, an exclusive zero around the
RRH may be introduced to bound the path-loss [17] or a uniform closed-form
expression is used [13].
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since this is a centrically symmetric region. Thus, replacing
R with R — ain (11), we get:

R—a
Pyi(a) = 2w M pRr / g(r)rdr. (14)
0

Depending on the values of R — a and Ry and consider-
ing (12), (14) could be expressed as:

le(a)

27tMpR(f0R° Ry "rdr + flg)*a r~rdr)
27 M pRr fORfa R, "rdr

R R—a)"—R "
27 M pr( + ) ifR—a> Ry
R-a’ :
27TM,0RTR0 ifR—a <Ry
(15)

The second part of equation (13), I_Jx,z(a), is attributed to the
RRHs in region 2, i.e. within the subtraction area between
circles (O, R) and (G, R—a). The calculation of this partis not
straightforward due to its asymmetric shape and an integral
method has to be used, as shown in Fig. 10 in Appendix A; for
a fixed a, region 2 is divided into slim arcs with a length of 6
and depth of dr, where 0 is the intersection angle between the
circle (O, R) and (G, r) when r > R — a. By moving r from
R — a to R 4 a and summing the power contribution from all
slim arc areas, P,> can be given by:

R+a

Pya(a) = Mpr / g(r)rodr. (16)

R—a
Finally, equation (16) can be written in terms of a as
follows:

_ R+a 2 4a?—R?

Pr(a) = 2Mpr g(ryrarccos———dr. (17)

R—a 2ar
Proof: See Appendix A.

Unfortunately, there is no close-form solution for (17)
when n takes most of the possible values. For that reason
numerical methods are adopted to verify the effectiveness of
the derivation in section V.

B. UE LOCATION AS A RANDOM VARIABLE
So far, we have given the signal power of the UE with distance
of a from the original point of the cluster circle (O, R). Next,
we will treat a as a random variable which is evenly dis-
tributed in the cluster (O, R). The probability density function
of a can be expressed as:
2a

pla) = g
By considering equations (13), (15), (17) and (18), the
desired signal within the cluster radius of R can be
expressed as

0<a<R. (18)

_ _ _ R 2a - _
Py =Py +Po= / E[le(a)'FPxZ(a)]da- (19)
0

1930

Using P,i(a) from (15), the first part of (19) can be
derived as:

_ R 2a -
Py = 0 ﬁpxl(a)da

/RRO 2a - R 2a_
= —P 1(a)da+/ —Py1(a)da
0 R R_ry R2 "

7R — Ro)zR%(l 2R 2mp[Ry " — R

R? 2—n" " R2—-mB -1
2p(—R)*T =R, R—Rj
Re-ma—y PRl
(20)

Again, there is no closed-form solution for P.», however,
it can be calculated numerically by equation (16).

C. INTERFERENCE POWER

Unlike the desired signal power, the expression of the inter-
ference power cannot be derived straightforwardly; as can
be seen from Fig.2, the integral region is irregular and
also depends on the location of the cluster within the net-
work. However, it can be obtained indirectly by deriving the
received power from the whole network and subtracting the
desired signal power part. Considering the UE located at
the center of the network, the total power received by the
UE can be easily obtained using equation (11):

Pror ~ 27 pre / o(ryrdr
0

R?> — R?

2
When the UE is at a fixed point in the cluster with a distance
of a from the center of the cluster, the interference power
contributed by the area outside of the cluster is:

Pi(a) = Pior — Pr(a). (22)

= 7prrRERS + 27 pRRE 2D

Similarly, for a UE at a random location inside the cluster, the
interference power can be expressed as

plzf’tot_px~ (23)

Equations (22) and (23) are very accurate approximations
when the cluster is in the center of the network and the
interfering area is much larger than the cluster size. In most
cases, it is a practical assumption since the defined network
with limited radius R, will be surrounded by other networks
and hence receive interference from them. We will see in the
results section V that this approximation is quite accurate
even for small number of clusters in the network.

D. LINEAR DEPLOYMENT
For the linear deployment, cluster size R refers to length from

the center to the edge of the cluster. Sinced = 1 and ¢y = 2
in that case, equation (11) becomes:

R
P, = 2Mpr f g(r)dr (whend = 1). 24)
0
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Following the same derivation as for the planar case, we
can obtain the desired signal power based on an arbitrary
UE location in a closed-form expression as:

Ph(a)
_ - .
, R+a""—R
Mpr | (Ro+ R — a)Ry" + L
] (1—m
ifR—a <Ry
a i R+a)™"+((R—a)~"— 2R
Mor 2R(1),, (R+a) (R—a) 0
] (I—m)
ifR—a> Ry
(25)

where the superscript {-}© is used to differentiate from the
planar case. By treating the location parameter a as a random
variable with even distribution on [0, R], the desired signal
power can be given by:

R
_ 1-
Pt = /O Epﬁ(a)da. (26)

Substituting (25) into (26), we have the closed-form
expression for the desired signal power for a randomly
positioned UE:

pL = pRRH [(2RR1 " R(z)in) N (2R)*7" —R§7"
2 1 =m2—-mn
-y _ p2-n
2R(Ro) R; y o
(1—=mn

The total signal power recelved can be expressed as
l

DL 1- —Ry "
Py = MprI2R, T4 2d T—

power can be approximately obtained by subtracting the
desired signal power from the total power:

], thus, the interference

pL ~ pL
P~ Py — Py
_ PRRH Ry " — QR
R~ (A=m2-n)
2RR; ™" —2RR) " + Ry " —2RR}"
+
1=mn)
2-7
R
0
_ 28
> (28)

So far we have proposed a generic approach for evaluating
the desired signal and interference power at UEs in randomly
deployed small cell networks. In the next, we will focus on
the optimization of cluster size in order to maximize system
performance.

IV. CLUSTER SIZE OPTIMIZATION

In this section, we first derive the expectation of the SINR
in the presence of small-scale fast fading and the delay for
two representative precoders: MRT and ZF, respectively.
The CSI latency model in terms of cluster size and
cloud/RRH configuration will be built in Section IV-B.
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Then, the optimization problem in the criterion of maximiz-
ing ergodic sum-rate in terms of cluster size will be formu-
lated in Section I'V-C.

A. OUTPUT SINR

Let’s define the precoding matrix and observed channel
matrix for the i- th cluster as W; = [Wi 1, Wi2, -+, Wiyl
and H = [h, it hiiog e lAli,i)nAJ.], respectively. Then the
MRT and ZF precoders can be expressed as [11]:

L H
MRT __ hi,i,k
Wik = = —
i il
o HY (HHI) =11, 29)
= ,
I H EHT) 1|
where 1; = [0,---,0,1,0,---]17 refers to a vector with

its k-th element being 1 and all other elements being 0.
Thus, HZH (H,-HlH )_11k refers to the k-th column of matrix

A (B A )

1) OUTPUT SINR WITH MRT PRECODER

By substituting the first equation of (29) into (9) and con-
sidering the random vector e; j x independent of h; j x, along
with assumption that each cluster consumes the same power

for transmission, i.e. y| = y2 = -+ = yn,, We get:
SrapMRT 2 - )‘iz,i k PMRT
SINRl .~ [)‘i‘i,k + M—NR 1exp 30)
where
Ny—2 11PNU21+nNUl+nl
PMRT Nu—2-1
Lexp Z =D Z I((Ny —2 — Dn!
(Pr2+u)é
+ /00 ePI.QZfl(_PI’Z)NU—Z e 1,2TU)S] du
0 (u+ Pr2)(Ny — 2)!

(3D

Wlthr‘;‘- = I;/ﬂIZR andPIz_y1WP1+U

Proof: See appendix B.

2) OUTPUT SINR WITH ZF PRECODER
Similarly, considering ZF precoder the output SINR in the
presence of latency can be expressed as:

1 — NuA;
ZF .2 Uik
SINR;; ~ [A7;; + MNR” 1P -PHL,.  (32)
where P7f  has the same expression as PRl except
. . . . _ MNR
replacing &1 by & in equation (31) with & = TR e

Proof: See appendix C.

Comparing the first part (before the multiplication sign)
of (30) and (32), we observe that, when Ny > 1,
MTR-based desired signal power will be always larger than
the ZF-based one. This is due to the fact that ZF uses the
spatial (i.e. antenna) degrees of freedom (DoF) to eliminate
interference while MRT explores all DoF to maximize the
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desired signal power. Comparing the second part (after the
multiplication sign) of (30) and (32), the only difference is
that an extra term (1 — )\1.2_1.’ 1) is multiplied with &; in the case
of ZF precoding. This term is essentially the residual intra-
cluster interference due to the delay caused mismatch; larger
delay leads to smaller )»% ;.1 and higher the residual intra-
cluster interference. Note that in case of MRT precoding, this
second part is not affected by the introduced delay.

In order to express the output SINR as a function of the
cluster size R, taking planar case as an example, we can
substitute v = 27 R2, V = 2nRt2, A = Jo(2rfpAt) and equa-
tion (1) into equations (30) and (32). Then the output SINR
for the random distributed RRHs and UE:s in the presence of
delay for MRT precoding could be expressed as:

ssMRT 5 (L= AR = er
SINR; ;= [A(R) +W]Px-Pz,ex,,(R), (33)
and for ZF precoding:
E— 27 R (M pr — pu)IAMR)? + 17 -
SINR,-ZQ ~ | [BTREM PR — pu)IMR)” + P,
’ 2 R2M pR
PR, (34)

where the temporal correlation factor A is expressed
as a function of R and its subscripts are omitted for
brevity.

B. DELAY MODEL

In general, the total delay of the precoding process is caused
by several factors such as the pilot estimation and processing
delay at the UE, propagation delay from UE to RRH and
from RRH to cloud, CSI feedback (and scheduling) delay,
RRH processing delay, cloud data center processing delay
and backhaul latency. Thus, total delay can be generally
modelled as:

At = @1 Atchan—est + @2(Atgy, + Atprop—ror)
+ Atprocess—cloud + Alprocess—RRH + @3 Atgy,  (35)
where
w1 = MNR = vM pR;
@y = NUMNRN,/qp = VvpuM pr/qpp. (36)

The physical meaning of each item in (35) is explained
one-by-one in the following subsections.

1) CHANNEL ESTIMATION DELAY

The first item in (35) Atchan—est, denotes the channel esti-
mation delay at the UE and e stands for the number of
channel coefficients to be estimated for one UE. Apparently,
the more channels to be estimated, the larger the delay is
likely to be.

2) CSI FEEDBACK AND PROPAGATION DELAY
At and  Atpp_sr in (35) denote the average per

channel coefficient feedback delay and total propagation
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delay, respectively. NuMNRN, stands for the total number
of channel coefficients and gp is a factor denoting how
many channels can be fed back each time. @ stands for the
total number of times CSI is to be fed back for the whole
network. Assuming that CSI feedback from UE to RRH has a
capacity of Cp, and considering that each CSI is quantized to
B bits, the feedback delay can be written as Atg = B1/qpp.
Moreover, the total propagation delay can be expressed as
Atprop—1or = 2(Su2r + 5r2¢)/cqpp, where c is the speed of
light, and s,», and s,,. are the distances from UE to RRH
and from RRH to cloud, respectively.

3) CLOUD PROCESSING DELAY
Atprocess—cloud 10 (35) denotes the cloud processing delay,
which is composed of two factors and can be written as
Atprocess—cloud = Alrx1 + Alprecoder—cal- AlTx1 is attributed
to the (part of) baseband processing (such as coding, modu-
lation, precoding, IFFT, etc.) depending on the transmission
chain functionality split between cloud and RRH [1], [2].
In general, the total delay-caused by baseband processing
at the transmitter® Atry = At + Atryp is assumed
to be constant, where Aty refers to the respective delay
at RRH. Aftprecoder—cal stands for the precoder calcula-
tion delay, which is a dominating factor when the clus-
ter size is relatively large and the available computational
resource is limited. Note also that different precoding algo-
rithms lead to dramatically different computational com-
plexity. For example, ZF has significant larger complex-
ity than MRT precoding. Taking ZF as an example,’ the
delay caused by the precoding matrix calculation can be
written as:

(Kl + K2V

multi

Atprecoder—cal = (37)
precoder —ca )
vCeomdc
where K“F, . and KZF, denote the required real-time opera-

tions of multiplication and addition, respectively; ¢ is the
equivalent addition operation times for each multiplication;
C.om denotes the cloud computational capability; and g, is the
resource division factor (since the computational resources
is likely shared by multi-tasks, and assuming a uniform dis-
tribution of resources, 1/g. of the total available resources
will be allocated to the precoding matrix calculation). Thus
Ccomqc available computational capability will be allocated
in total to the precoding matrix calculation. Note also that
qc could be set smaller than 1 corresponding to the case
where multiple processors could contribute to the compu-
tation in parallel. The values of KZf,  and K az;; depend on

multi
the number of users and RRHs in the cluster and can be

SIn the current LTE-A protocol, the total Tx processing time left to eNB
and UE is around 3ms including the propagation delay [26], [27]. The worst
case of Tx processing time is around 2.3ms which corresponds to the case
of cell radius being 100km and the propagation delay is 0.6 ms [26], [27],
ie. Aty € [2.3,3] ms.

"Due to the factor that MRT precoding algorithm has very low computa-
tional complexity, the precoding calculation caused delay is negligible and
omitted here.
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calculated as:

K2 = 8N{pNrru + O(AN{E) + 2NrruNUE

multi
= 8V’ pfpprRRH + OV pp) + 22 puEprrE (38)
KZF = SN2 Nrru — 2N
+ O@NE) — 2NUE + 281 NRrENUE
= 8V’ pip pRRH — 2V pUE + 04V piE)
+2v% pUE ORRH, (39)

where the term O(4N[3J) arises from the matrix inversion
process and its complexity depends on the specific imple-
mented algorithm (its typical value takes 8 /3 [28]). Moreover,
¢1 factor indicates how much time the multiplication process
consumes compared to the addition process.

4) RRH PROCESSING DELAY

Atprocess—RrRH 10 (35) denotes the RRH processing delay
which also comprises of two parts, i.e. Afprpcess—RRH =
Atryo+ Atcsi—fiv. The firstitem, Atry, as already mentioned
before is attributed to (part) of the baseband and RF imple-
mentation at the RRH. The second item, Atcsr—py, stands
for the delay due to CSI feedback from RRHs to the cloud
in the uplink. Apparently, the total processing delay (both at
the cloud and RRH) can be given by At7y + Atprecoder—cal +
Atcsr—fi-

5) BACKHAUL LATENCY

The last item contains the backhaul latency given by the
backhaul latency Atpy per hop multiplied with the number
of backhaul hops @3 from the cloud data center to the small

cells. The values for Aty of various backhaul technologies
can be found in [29, Sec. 6.3]-[31].

C. ERGODIC SUM-RATE AND OPTIMIZATION
FORMULATION

The optimization problem for maximizing the ergodic
sum-rate of the network in terms of cluster size can be
expressed as:

mlglx Cs; subjectto 0 <R <Ry, (40)

where ergodic sum-rate Cs in our system model can be
given by:
N¢ NUE,i
Cy = E() Y loga(1+ SINR; 1)}
i=1 k=1
NUE,i
= Ne£{ ) loga(1 + SINR; 1))
k=1
= pueV E{loga(1 + SINR; k)}
< pueVloga(1 + E{SINR; i}). (4D)
where SINR; i is instantaneous SINR of the k-th UE at the
i-th cluster. The second equation of (41) is based on the

assumption that the cellular network is surrounded by other
non-overlapping and same configured networks. In that case,
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each cluster can be effectively considered at the center of a
network, therefore, equally contributing to the sum-rate. The
third equation in (41) holds when each UE is randomly and
independently distributed within the network, where the total
number of the UEs can be given in terms of the UE density
and network volume as E{N Ny} = pyV. Since it is very
difficult to solve the ergodic sum-rate directly due to the
expectation operation implemented outside of the logarithm,
the well-known Jensen’s inequality is used in the fourth
step of (41) to obtain an upper bound. Although the ergodic
sum-rate upper bound can be a loose bound in some cases,
in results section V we show that the optimal cluster size
obtained from the proposed analytical framework match very
well with the simulation results.

Thus, by considering MRT precoding and writing

E{SINR; 1} = SINR?’/IkRT, the optimization problem in (40)
is approximately equivalent to:

max SINR; ;" subjectto 0 <R <R, 42)
and similarly for ZF precoding we have:
max SINR,, subjectto 0 <R <R;. (43)

Note that, since the cost function is complex in terms of R,
it is difficult to obtain the closed-form optimal solution and
in section V, the numerical methods are adopted to verify its
effectiveness.

V. SIMULATION RESULTS

In this section, we use Monte-Carlo simulations to investi-
gate the proposed clustering optimization problem with ZF
and MRT precoding algorithms for linear and planar dense
small cell deployments. 1000 small cells and 1000 active
UEs are uniformly distributed in a) a circular network area
(planar deployment) with radius R, = 500 meters and
b) a linear network segment (linear deployment) of length
R, = 1000 meters. We assume the number of antennas at
eachRRH M = 2. For planar deployment, in order to approx-
imate a circle bounded network we consider clusters formed
by 1 to 7 tiers of cells, i.e. by considering that tier-1 consist
of 7 cell, tier-2 of 19 cells and so on, cluster size will take
values from the range set [7, 19, 37, 61, 91, 127, 169]. The
input signal-to-noise (SNR) power is set to 30dB. The path-
loss exponent is kept = 2.2 and Rayleigh fast fading
is considered to model channels between RRHs and UEs,
as given by equation (3). The temporal correlation of the
channel is modeled by equation (4) with Doppler spread
fp = 10 Hz for all links. In either linear and planar deploy-
ment, Ry = 5 meters. Without loss of generality, we only
consider the performance of the UEs in the central cluster and
assume interference from outside of the network to these UEs
is negligible.

1) Py, .5/ AND OUTPUT SINR IN THE ABSENCE OF LATENCY
To investigate the effectiveness of our theoretical analysis
(i.e. proposed system, channel and clustering model in
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Sections IIT and IV), we first evaluate Py, P; and output SINR
in the absence of latency, i.e., At = 0 and A2 =1.

P, and P; are evaluated using equation (19) and (23)
for planar deployment (equations (27) and (28) for linear
deployment) and compared with simulation results in Fig. 4,
for different number of clusters within the network. It can be
seen that the analytical results for both the desired signal and
interference power match the simulation results perfectly for
both planar and linear deployments. As expected, the desired
signal power reduces with cluster size (i.e. larger number of
clusters in the network) since less number of cooperating
small cells contribute to the desired power. On the other
hand, the interference power becomes larger as the number
of clusters increases since the total number of interfering
RRH outside the cluster is increased.

Linear Deployment Linear Deployment

o
21 — =~ 20

‘.S’ — ~ — P (Simulated) 3
5 i =
220 s— P (Analyzed) [} I
o 15
= o
5 19 8
'(% 18 E) 10 — = — P}(Simulated)
E 'Y;:.: —%— P}(Analyzed)
817 =5

0 50 100 150 200 0 50 100 150 200

Number of clusters Number of clusters

o Planar Deployment Planar Deployment
g 85 g’
g 8 -~ 7}?, (Simulated) -‘;: 6
£ —#— P;(Analyzed) 3
75 o5
5 8

7 4 —
'qg; @ — =~ — Pr(Simulated)
B 6.5 ‘;t.j 3 —— Pr(Analyzed)
& s £
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Number of clusters Number of clusters

FIGURE 4. Desired signal and interference power for planar and linear
small cell deployments in the absence of delay.
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FIGURE 5. Output SINR with ZF and MRT precoding for planar and linear
small cell deployments in the absence of delay.

Furthermore, the output SINR is evaluated using
equation (30) and (32) for MRT and ZF precoding respec-
tively and compared with simulation results in Fig. 5.

1934

We observe that all four graphs (Linear-MRT, Linear-ZF,
Planar-MRT and Planar-ZF) show good consistency between
analytical and simulation results. For all cases, the output
SINR decreases with increasing number of clusters due to
the fact that a smaller cluster tends to obtain less desired
signal power while more interference is caused from outside
the cluster. Note that small gaps can be observed between
theoretical and simulated results due to the assumptions used
in clustering model.

In the following we only focus on the more complex planar
deployment due to similar observed behavior of planar and
linear case in terms of output SINR. Nevertheless, analogous
results can be provided for the linear case as well, following
the respective analytical expressions and simulation model.

2) PERFORMANCE OPTIMIZATION IN THE

PRESENCE OF LATENCY

To evaluate performance in the presence of latency, we first
set some practical values for the parameters in the delay
model. To this end, we consider the worst-case of Tx pro-
cessing time defined in 3GPP, i.e. Aty = 2.3 ms [26], [27];
the channel estimation and RRH processing delay are set to
zero since they are not as sizeable factors as the processing
or feedback delay. The factors for multiplication and divi-
sion over addition are set to the typical values of {1 = 1
and ¢, = 10, respectively. The average distance between
UE and RRH plus the distance between RRH and cloud
data center is considered to be s, + s,2 = 1000 meters.
The cloud is assumed to contain an Intel Xeon Processor
E5-2680 with processing capacity of 1.73 x 10!! double-
precision floating-point operations per second (DP-FLOPS).®
Assuming the addition operation is double-precision floating
(64-bit), the available processing capacity for precoding cal-
culation becomes Com = 1.73 x 1011 /4. addition operations
per second. Furthermore, the computational resource division
factor g is set to be 10, unless specified otherwise. The feed-
back capacity of the backhaul link from RRHs to cloud is set
to Cpp = 107 bits per second and, unless specified otherwise,
we set gp = 1, i.e. feedback of one channel coefficient
each time. We assume that each small cell is connected to
the cloud data center by one hop Dark fibre with latency
Atpp = 10 micro second per kilometer per hop as defined
by [29].

Fig. 6 and Fig. 7 investigate the delay impact on output
SINR and sum-rate of the ZF-based algorithm in terms of
cluster size. Various cases of cloud processing capability are
considered with the computational load changing from 2,
1/10, 1/40 to 1/80 (i.e. g, changing from 1/2, 10, 40, to 80).
We observe that the analytical results (i.e. using equations
(30) and (32)) roughly match the corresponding simulation
results, especially for output SINR. More importantly, the
peak points denoting the optimal cluster size are strictly

88-core Intel Xeon Processor E5-2680 has a CPU frequency 2.7 x 10°
and 2 operations per clock period, supporting 256-bit Advanced Vector
Extensions (AVE), therefore we can calculate the computational capability
as 8 x 2 x 2.7 x 107 x 256/64 = 1.73 x 10'! DP-FLOPS.
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FIGURE 6. Output SINR in the presence of delay for ZF-based planar
deployment under various available computational resource
division factors qc.

FIGURE 8. Output SINR in the presence of delay for MRT-based planar
deployment for different feedback capacity Cgp.
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FIGURE 7. Sum-rate in the presence of delay for ZF-based planar
deployment under various available computational resource
division factors qc.

overlapping with each other, for any specific configuration;
thus, the optimal cluster size evaluation is not affected by the
approximation in equation (41) where Jensen’s inequality and
the upper bound of the sum-rate have been considered (obvi-
ously, the theoretic sum-rate for each ¢, is generally higher
than the simulated results). We also note that the optimal clus-
ter size decreases (i.e. optimal number of clusters increases)
as the computational capability factor becomes larger. This
is due to the fact that when ¢, increases, less computational
resources become available, therefore, smaller cluster size is
needed to keep the delay-caused channel mismatch at low
levels.

Fig. 8 and Fig. 9 illustrate the impact of feedback delay
on the output SINR and sum-rate for various cluster sizes
under MRT-based precoding, where the precoding matrix
calculation delay is negligible. Compared to the results shown
in Fig. 6 and Fig. 7 regarding the processing delay, the curve
slopes are more flat for increasing number of clusters. This is
due to the fact that the feedback-caused latency is only in the
second order of the number of cooperative antennas; on the
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FIGURE 9. Sum-rate in the presence of delay for MRT-based planar
deployment under different feedback capacity Cg,.

other hand, latency caused by the processing capability is in
the cubic order of the number of cooperative antennas, thus,
decreasing cluster size will lead to faster reduction of latency.

VI. CONCLUSIONS

Based on commonly used linear precoding algorithms
(ZF and MRT) and linear and planar small cell deployment
configurations, the paper proposed an approach for cluster
size optimization in cloud-based distributed cooperative
small cell networks in the presence of CSI latency, which is
mainly caused by cloud processing delay and CSI feedback
delay. An optimization problem is formulated in the afore-
mentioned framework and desired signal and interference
signal are calculated, which is followed by derivation of
the output SINR by taking into consideration the channel
mismatch caused by latency due to small cells cooperation.
Both delay and output SINR have been derived as a function
of cooperation cluster size and an optimization problem to
trade off the interference and channel mismatch has been
formulated for maximizing network sum-rate. Simulations
reveal a small gap with the analytical results in terms of SINR
and sum-rate evaluations, and the proposed concise analytical
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framework can be safely used in order identify the optimal
cluster size for any specific deployment.

@ CH

FIGURE 10. Region 2 integral diagram for the desired sugnal power in the
cluster. (a) case 1: r2 < RZ — g2, (b) case 2: r2 > R?

APPENDIX A

PROOF OF EQUATION (17)

Depending on the values of a and r, the proof of (17) is
divided into two cases as depicted in Fig. 10. An auxiliary
dot line (JK) is drawn in Fig. 10 to split the integral region 2
(circle with radius R and center at O) into two parts. The
left-hand side corresponds to r2 < R? — 4%, which implies
when 6 > 7 and the supplementary angles will be calculated
(Fig. 10 (a)). The right-hand side of (JK) corresponds to
r? > R> —a? and 0 < 7 (Fig. 10 (b)). We solve both cases
using different derivation procedures and we show that both
lead to an unified expression of the angle 6.

Let’s first consider the case where r2 > R? — a2. The
angle 0 can be expressed by:
GD GD
6 = 2arccos— = 2arccos—, 44)
GA r

where AD is perpendicular to ' C. Considering the rectangu-
lar triangle ABC inscribed in the circle O, according to the
projective theorem AD = (BD) - (CD) = (R — a + GD)
(R +a—GD) [37]; similarly, when we consider the rectangular
triangle AFE inscribed in the circle with radius r and circle
center G, we have AD = (F D) (ED) = (r — GD)(r + GD)
which leads to GD = (r2 + a® — R?)/(2a). Substituting GD

into (44), we can obtain 0 as follows:

2 2 2

0= 2arccosu. (45)

2ar

In the case where 6 > 7, we have:

GD
0 = 2w — 2arccosf = 2w — 2arccos—. (46)
r

Considering the rectangular triangles ABC and AFE and
using the projective theorems, we obtain: AD = (BD) -

(CD) = (R—a—GD)R+a+GD)and AD = (FD)-(ED) =
(r — GD)(r 4+ GD), which leads to
o 2 L2 R?
(GD) = $' (47)
2a

Substituting (47) into (46), we obtain (45), which means
that in both cases provide the same expression of 6. Thus,
substituting (45) into (16), we obtain (17).
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APPENDIX B

PROOF OF EQUATION (30)

For the derivation of equation (9), we use the following
approximation [32], [33]:

——MRT P,

1
SINR; ;= &f 5{Px}5{PI+—2}. (48)

A
Py +0i,k 0k

and we derive E{Py} and & { " } one-by-one. Let us first
%k

consider the desired signal power substituting the first equa-
tion of (29) into the first equation of (8), the power of the
desired signal can be expressed as:

2
leiixGii kG, i khz i, Al

2 2
Py = yiri i ik Gy o 17 + i
b b ||ht,z,sz,t,k||2

(49)

Considering that each diagonal element in G matrices can be
approximated by the average of all the diagonal elements:

na,i
1
&g ™ ng”km forl=1,2,---,na; (50)
" m=1

the first item of (49) can be written as y,k Tik nll ;A:'il giz,i, ko
ZnA’ lhiix.il|?, where hj ;. denotes the [-th element of

the channel vector h; ; ;. Similarly, the second item of equa-

H 2
. . - Vi NTE) llei,i iy i |l
tion (49) can be simplified as 77 >t Sk, TR

llei.i.khf% ,11° :
d —==Lti" can be expressed by a Gaussian random

Iy, 112
variable e¢;;x with zero mean and variance (1 — )Lizﬁiqk)
which does not depend on h; j ; [34]. Thus, considering also
that E{lhiixglI?} = 1 and E{lleiixl®} = (1 — A7),
equation (49) becomes:

NRRH,i
EWPY ~ yidd  ELY . &Rkl
=1
nRRHl

+yil — ,,k>8{—}5{2g,1k,} (51)

Equation (51) still contains two unknown terms:
E{H—} = S{Mn -} and E{Z"A’gl i.x.1}- For the first one,
considering that the number of RRHs in a cluster with unit
volume follows a Poisson distribution, i.e. nr ;/v ~ m(or),
the inverse of nr_;/v will have an inverse Poisson distribution,
i.e. exponential distribution:

1 %
= — ~ Exp(pR). (52)
nRi/v MR,

v S 1
nR,i} - PR’ 1.6 g{nA‘i}

Moreover, the second term in (51),

Thus, the expectation &f
1 1

= Mpv T MM
& {ZnA’ 8ii i}, stands for the desired signal power given
by (11), i.e. without considering delay. The result is given
in that case by (19) and (27) for planar and linear case,
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respectively. Thus, taking the planar deployment as exam-
ple, replacing 5{—} and S{Zl gii’kﬁl} by Aﬁ and Py,
respectively, then we have:

2

L =27k
E{Py }—Vz()»”k‘f‘M—NR

Similarly, the interference plus noise power can be
written as:

Py . (53)

Py -I—Ufk =Pr1+Pr2

Z”Az g ny.,i
m=1 Si,i,k,m Yy 2
V— Z il

nA,i

I=1.1%k
N, TRy g2
¥ 2 ij,k,m 2
+7 Z nuk jllhij il Z—n — t0ik
=1t m=1 "R

(54)

where Py 1 is the intra-cluster interference which equals to
the first item in (54) and Py » is the inter cluster interference
plus noise power corresponding to the addition of second and
third items in (54). Note also that IV1,-,,~, r and iz,', j.k are Gaussian
random variables with distribution CA/(0, 1). Since intra-
cluster interference is normally much larger than the inter-
cluster interference, we can safely approximate the latter with
its expected value, therefore:

1 1
&l }~ & 1 (55)
P; + afk Pr1+ E{Pr2)
where
N, NRRH.j g‘z'k
EPr2y ~ En Y nugjlhijel® Y L2} 402
e~ — NRRH,j
Jj=L,j#i m=1
N N "'RRH,j
UE
ELD D Cijkmd + ok
NRRH 2T met
=9 P[ + U (56)
NRRH

where S{Z =y YR g 8ijkml = Py stands for the inter-
ference power derived in (23) and (28) for planar and linear
deployment case, respectively.

Regarding intra-cluster interference
E{anA '1 gl ik.m) BY P, and considering & =
follow a gamma () distribution:

Pri~yWy — L, §), (57)

where Ny — 1 and &; stand for the shape and rate of the gamma
distribution, respectively.

Therefore, (55) is an inverse of a gamma distribution plus a
constant £{P; »} as defined in equation (56). Substituting the
pdf of gamma distribution into (55), we have:

1 o 5 1
—} = AL P L — ')
P 4o} 0 u+Pro

replacing
P1 1 will

P[,exp £ 5{
(58)
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By integrating equation (58) in terms of u, we can derive (31).
Finally, by substituting (53) and (31) into (48), we can
obtain (30).

APPENDIX C

PROOF OF (32)

Substituting the second equation of (29) into (8) and con-
sidering that the random vector €;;; is independent of
h; j x, and ﬁi,,’,kw,;k = 1, the power of the desired signal can
be expressed as:

P 2 252 2
P = yidd i i i kG i kWi eI + A7 lleii kG ik Wikl
2
yl)\'l ik
[(H Gl i kGl i, kH{i)_l]k

2 2
+ A illeiikGiixWikll”,
(59)

where notation [-] refers to the k-th diagonal element of the
matrix and superscript {-}f" is added to differentiate from the
MRT precoding solution. By using the approximation of (50),
the first item of (59) can be derived as:

1 nai o 2
1  mag 2 met &iiem

[(H;G;i 4G BT~ [(HH)1),

(60)

Similarly, the second item of (59) can be simplified as

s na, A 1~ 2 s
% >ty &7 km it 12 1% Thus we can obtain:

nai
PZF ZmA 1 gz ik, m( 1
nA,i [(H;HI)=1];

+leiixl®.  (61)

Since H; comprises unit variance and zero mean Gaussian
variables, E{1/[(HIH)™'1x} = na,; — nu,i + 1 [35], [36].
Thus, considering also £ {Z:;A:’i g%iy k,m} = Py, the expecta-
tion of the desired signal power can be written as:
2
—Mik g
Py.
MNR

Yiriix(MNR — Ny + 1) _ Ll

g{PfF} = X
MNR

(62)

Regarding the interference plus noise power, considering that
h; ; xw;; = 0 for j # k, we obtain:

[=nuE,i
F 2 2
Py toiy =V Z lI(ei jGi Wi x|l
I=1,i#k
Jj=N¢ k=nUE,i
- 2 2
+y; Z Z i j Wi Xjxll™ + o
j=1j4i k=1
nRRHzg NUE, i
2 i,i,k,l M 2
=y = A )T ST il
RRELE gy ki
+ P 2. (63)

Similarly to the MRT precoder solution, using E{P; 2} to

replace Py, the first item of equation (63) has a gamma
e MN

distribution of y(Ny — 1, &), where & = W;,{)PX

1937
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By replacing &; by &> in equation (31), we obtain the expecta-
tion of interference for ZF-based algorithm. Then, substitut-
ing (63) (replace &1 by &>) and (62) into (48), we can derive
the output SINR for ZF precoder as given in (32).
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