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Abstract—In this paper, a novel distributed precoding (DiP)
algorithm for ultra-dense small cell (SC) networks is developed,
where the SCs cooperate to perform a joint transmission to users
(UEs) with limited and individual transmit powers. Different
to most state of the art (SotA) DiP algorithms, the proposed
precoder design is based on the assumption that each SC has
only local channel state information (CSI) available. Additionally,
there are no constraints on the number of antennas for each SC,
but only one constraint on the sum of all transmit antennas. A
solution for the considered problem based on the Lagrangian
method of multipliers (MoM) is presented, by formulating the
precoder design as a constrained convex optimization problem.
The obtained solution can be implemented in a fully distributed
way among the SCs by using the preconditioned Richardson
(PR) iteration. In numerical simulations, the convergence of the
proposed DiP algorithm is verified and it is shown that the sum
rate significantly increases, if the SCs cooperate with each other.

I. INTRODUCTION

The deployment of dense small cell (SC) networks in new
generations of wireless communication systems has attracted
growing interests in recent years [1], [2]. As an advance-
ment evolving in dense SC networks, multi-input multi-output
(MIMO) technology can significantly improve system per-
formance in coverage, capacity and energy efficiency [3].
Whereas, the inter cell interference (ICI) caused by the multi-
cell MIMO channels needs to be coped with. Therefore,
the downlink (DL) transmission cooperation among SCs is
focused on in this paper, which is usually executed in a
central unit with user data and channel state information
(CSI) sharing over a backhaul (BH) network [4]. However,
considering limited BH capacity and high complexity for the
centralized precoding, the distributed cooperative precoding is
in particular of interest, which can provide considerable data
rate improvement by using interference coordination strategies
such as coordinated power control, interference alignment or
coordinated joint transmission [5], [6].

In [7] a distributed implementation of the centralized zero
forcing (ZF) and minimum mean square error (MMSE) pre-
coder under a sum power constraint (SPC) [8] is shown,
where an In-Network processing (INP) technique [9] is applied
for the cooperative processing among the distributed SCs.
However, the SPC for the precoder design is usually not
of practical interest. Instead, the per-SC power constraint or
per-antenna power constraint is normally used. E.g., in [10],
[11], [12], several distributed precoding schemes are proposed

to minimize the ICI achieving maximization of signal to
interference plus noise ratio (SINR) or system sum rate.
Moreover, MSE based distributed precoders under per-base
station (BS) power constraint have also been developed in
[13], [14], [15], where the local precoding and receive filtering
matrices are updated in an alternated fashion. Nevertheless, the
calculation of the optimal receive filtering matrices at each SC
leads to high latency due to the computational complexity and
therefore, suboptimal precoders are more favorable in practice.

In this paper, we present a new suboptimal distributed
linear precoder under per-SC power constraint (PSPC)
for joint transmission by solving a constrained convex
optimization problem where each SC has only local CSI
available. Compared to the sequential update of the distributed
precoder [15], the local precoders are updated in a parallel
way here, and information is only required to be exchanged
between SCs during an iterative process. Similar to [7],
the development of the distributed precoding algorithm is
also inspired by INP techniques. One numerical method, the
preconditioned Richardson (PR) iteration [16], is applied for a
distributed implementation of the precoding algorithm among
the SCs. Moreover, following the same principle of the DiP
algorithm in [7], the distributed precoding approach can also
be specified into the update of the local precoding matrix
or the update of the local transmit signal, depending on the
system scenario. Here, we only focus on the distributed update
of local precoding matrix under PSPC. More discussion and
evaluation of the proposed algorithm will be detailed in the
following sections.

The remainder of this paper is structured as follows: The
system model and objective problem are described in Section
II. Then, we introduce and discuss the approach for developing
the DiP algorithm under PSPC in Section III. In the subse-
quent Section IV, the performance of the proposed algorithm
is investigated and evaluated through numerical simulations.
Finally, the paper is concluded in Section V.

II. PRELIMINARIES
A. System Model

We consider joint transmission in a small cell network
where Ngc SCs are connected via perfect inter-SC links and
cooperatively serve Nyg UEs. Although ideal links between
the SCs are assumed, limitations in terms of inter-SC links
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Fig. 1. Diagram of signal processing in central/distributed precoding

capacity and latency are considered in section IV by assuming
partially coordinated transmission and limiting the number
of iterations. Each UE and SC is equipped with Ny receive
and Ny transmit antennas, respectively, leading to a general
N; x No MIMO system with Nj = NgcNt transmit and
No = NygNg receive antennas in total and Ny > Ng. Even
if each SC sees an undetermined Nt X N system, a joint
solution for the overdetermined N; X No MIMO system can
be found without the need of any centralized processing unit
by using cooperation between the SCs.

As shown in Fig. 1, the system input vector s of length Ng
is composed of all UE data vectors with alphabet elements,
ie,s=[s],. sy, )" € ANox! with E {ss” } = I,, where
Iy, denotes the identity matrix of dimension Np. Besides, we
assume for now that the complete data vector s is available at
each SC, e.g., by downloading or caching from the cloud [17].
For each time instance, the vector s is precoded by the local
precoding matrices G; € CN*No of SC j € {1,.., Nsc},
and the precoded signal vectors x; = Gjys € CM*1 are
then transmitted to the UEs simultaneously. At the receiver
side, each UE wu receives a signal y, € CNox1  which is
the superposition from all Ngc transmitted signals x; with
complex additive white Gaussian noise n,, ~ CN(0,021y,),
assuming that the noise power o2 is identical for all UEs.
Then, each UE re-scales the received signals with a factor 3
which is determined at the transmitter considering the power
constraint and can be easily obtained or estimated at the
receiver side.! Thus, the recovered signal §,, at UE w is given
by

1 1K
Sy = Yu = *ZHujGjS"'_nuy (D
T B L

where H,,; denotes the channel between UE u and SC j, which
is assumed to be locally known by SC j.

B. Problem Formulation

Let vector s be the total system output, i.e., § =
57, .., E%UE}T, then we aim to minimize the mean square error
between the total recovered signals § and the original UE data

I'Since we focus on the development of a precoder, the post processing at
UEs is simplified (denoted by a block with the identity matrix I in Fig. 1).
Nevertheless, independent filtering at each UE could also be implemented to
further increase the performance, which is not considered here.

s by a proper design of precoding matrices G; as well as the
scaling factor 3 under a limited transmit power for each SC j.
The corresponding optimization problem of our system reads

as
min E{Hs—§||2}
G;,B
S.t. E{”GJH%} S Pj, V] = 17-'7NSC

2

where P; is the maximum available transmit power of SC
7. In the following, we will introduce our novel approach for
developing the local precoder under PSPC in a distributed way.

III. DISTRIBUTED PRECODER DESIGN

In this section, we adopt the Lagrangian method of multipli-
ers (MoM) [18] to solve the constrained optimization problem
(2) and apply the PR iteration to distribute the processing
among the SCs achieving the PR based distributed precoding
(PR-DiP) algorithm. We first rewrite the total recovered signals
S in a matrix vector product form:

§:%(HGs+n), 3)
where the UE data vector s is precoded by the stacked
precoding matrix G = [GT,..,G],...,Gy, | and the entire
channel matrix H = [Hy,...,Hy,] consists of the local
channel matrices H; = [HlTj,...,H%UEj]T of each SC j. At
each SC j = 1,...,Ngc, the local channel matrix H; is
assumed to be perfectly known and to stay constant during the
whole processing time for designing the distributed precoder.
If only erroneous CSI is available, but the statistics of the CSI
error is known, a bayesian approach [19], [20] can be applied
to increase the robustness of the PR-DiP algorithm against
erroneous CSI. The design of a robust distributed precoder is
not considered in this paper and left for future study.

The total noise vector n is stacked as n = [n],, ..
The system objective problem (2) then becomes:

2
: -1
r(r;nélE{ s—p (HGS—i—n) } @

S.t. E{HGJ”%‘} < Pj, Viji=1,.,Nsc.

.m%UE]T.

By applying the MoM we get the Lagrangian function £(-)
for (4) as

£(G,5,A) = tr{ (37" HGs — s) (37" HGs —5)" + 2021y, |
+ tr {GAGH} —p"Ap, )

where tr{-} denotes the trace operator and A =
diag(A1, .., Ang) ® Ing is a diagonal matrix consisting of
the Lagrangian multipliers A; corresponding to the power
constraints in (2). In addition, we also define a stacked vector
p = [VP1,..,/Png|T that consists of the power constraint
scalars P; for each SC j.

Moreover, for the constrained optimization problem (4),
according to the Karush-Kuhn-Tucker (KKT) conditions [21],
we have:

a * * *\
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tr {G;(G))"} — P; <0, j=1,..,Nsc (8)
A5 (tr {GH(GHM} = P;) =0,AT > 0. 9)

where G*, 8*, A* are the optimal solutions for the considered
optimization problem. To the best of our knowledge, no
analytic closed form solution for the equation system (6)-(9)
can be given. Hence, it has to be solved in an iterative fashion.
If %) and A% are kept fixed at iteration k, the updated

central precoding matrix is achieved by solving:
0

%E(G(kﬂ),ﬁ(k)’ A(k)) -0

(10)

(1)

However, the update of G**1) cannot be decomposed among
SCs due to the matrix inverse. Therefore, we apply the PR
method to achieve another iterative update of G from (11),
which can be distributed among SCs in parallel. The update
of G**1) is then given by

G — g _ MT< (M 5" AD) G B(k)HH),
(12)

where w > 0 is the stepsize that needs to be properly chosen
to ensure the convergence [16]. The preconditioning matrix T
is chosen to be

I =
H k)2 y (k) !
(Hl H1—|—ﬂ( ) Ay ]) s 0

. (mm ®2\®B 1)
0 (HE Ho 480" AGLT)

13)

Due to the block diagonal structure of T and the linearity

of the system (12), we can decompose the centralized update

of G*+1) into parallel updates of local precoding matrices

G;’Hl) among SCs j =1, .., Ngc:

k+1 k 2.\ (k -
6" = G —w (B0 Ay, )

Nsc
: <HJH STHGH + MNP G - 5<’“>H§> (14)
i=1

For each SC j, the precoding matrix G§-k+1) is updated locally,
whereas in each iteration some additional informations HiGEk)
from all other SCs i # j are required, which needs to be
delivered over inter-SC links.

After the exchange of the local information HjG(.k) between
the SCs, the optimal scaling factor %) for fixed G(*) can be
calculated by solving %E(G(’“), B# A®)) = 0 at each SC
independently. Since all the information is available at each
SC 7, the scaling factor (%) at iteration k is given by

tr {HG® (GM)HHT Y + Noo?
Re {tr {HG®)}}

ﬁ(k') —

2
Nee gk
e+ v
Re {u {x)s H61 )}

Note that the scaling factor 5*) can be updated locally and
is the same over all SCs for each iteration k.

An analytic expression for optimal Lagrangian multipliers
A; cannot be given. However, the update for the local pre-
coding matrices G§k+1) in (14) is depending on /\g.k), so the
power constraints after the upcoming iteration k£ + 1 can be
ensured by numerically solving

(k+1)
o]

(15)

2
=P. (16)
F

At each SC j the update of its precoding matrix G;k'H)

depends on the single multiplier )\gk) and therefore, it can
be found by using a root-finding algorithm, e.g., Newton’s or
bisection method, without further information exchange. Due
to the KKT condition (9), the values of multipliers A; have
to be non-negative. If the solutions for (16) are negative, the
multipliers should be set to zero.

In Algorithm 1, our PR-DiP algorithm under PSPC is

summarized.

only

Algorithm 1 PR-DiP under PSPC
For each SC j =1, ..., Ngc in parallel

1: Inmitialization: local precoding matrix G‘go) =
v;(H'H;)"'H}!; v; choosen such that the power
constraints in (4) are fulfilled with equality

2: for k=0,...., K — 1 do

3: Transmit the data matrix HjG§k) to other SCs;

4: Update the scaling factor 3*) according to (15)

5: Calculate the multiplier )\g-k) using a root-finding algo-
rithm to solve the equation (16);

6: Update the local precoding matrix G;kﬂ) using (14);

7: end for

In addition, the Tx power constraint for the PR-DiP algo-
rithm can be further extended to per-transmit antenna power
constraint (PAPC), i.e., E{||gn]||2} < P,;, where P,; is the
maximum Tx power for antenna n of SC j, and g,,; € C1xNo
is the n-th row vector of precoding matrix G ;. Thus, the update
for g,; under PAPC is straightforward according to the PR-
DiP algorithm.

As proposed in [7] a variation of the PR-DiP algorithm,
where the transmit vectors x; instead of the precoding matrices
G are updated, is also straightforward by using x; = G s. By
updating the transmit signals x;, only the vectors Hijk €

CNox1 instead of the matrices Hngk) € CNoxNo have to
be exchanged at each iteration k. The drawback is, that the
signals x; have to be calculated for every time frame, while
the precoding matrices can be kept constant as long as the
channel does not change. A comparison of the total overhead
for the update of the transmit signals x; and the update of the
precoding matrices G is given in [7].



IV. PERFORMANCE EVALUATION

In this section, we provide numerical simulations to evaluate
the performance of the proposed distributed precoding algo-
rithm. We present the averaged mean square error (aMSE)
and the sum rate over all UEs for the considered algorithm
simulated in an indoor hotspot (InH) dense scenario from
3GPP [22], where Ngc = 5 SCs with Ny = 4 Tx antennas
are used to transmit signals to Nyg = 10 UEs with Ng = 1
Rx antenna. All SCs are deployed on the same floor, with
a constant distance of 50 m between two of them, and are
assumed to be connected with ideal links. Those UEs u
are randomly dropped, each in a distance d;, to SCs j
on the same floor. For the channel matrix, each element
is ii.d. complex Gaussian distributed with zero mean and
unit variance. Additionally, line-of-sight (LoS) transmission
is assumed with path-loss from SC j to UE w defined as
PL;, =16.9log,yd;.+32.8420log; f., where the carrier
frequency is f. = 3.5 GHz [23]. Each SC j is required to
transmit with a normalized maximum power P; = 0.2.

A. MSE Performance

To evaluate the performance of the proposed PR-DiP algo-
rithm, we first define the metric of aMSE on the recovered
signals:

Nue

1 -2
aMSE = — E{ Sy — Su }
g 2B {ls

As a benchmark, we show the aMSE performance of the
centralized precoder under SPC which has a closed form
analytic solution [8] and is given by

a7

-1
N,
G=23 (HHH+ (])DU"INT> H! = 3G’

| P
b= tr {G'G/H}’

where P = ZNSC P; = 1 is the total transmit power.
However the PSPC is a stricter constraint than the SPC, the
centralized precoder under SPC shall serve as a benchmark
for the proposed PR-DiP algorithm under PSPC because of
its closed form solution.

In Fig. 2 the aMSE performance of our proposed PR-DiP
algorithm under PSPC and the centralized solution under SPC
given by (18) is shown w.r.t. the number of iterations for
two different values of Ez, i.e., the ratio between average

received bit-energy and noise energy. For both , the PR-
DiP algorithm converges to a solution which is shghtly worse
than the SPC solution due to the stricter power constraint. It

can be observed, that for ﬁb = 10dB the algorithm converges

faster than for E” = 30dB, which is also illustrated in Fig. 3.

For f,” =10 dB the aMSE after £ = 20 and k& = 50 iterations

are nearly equal, i.e., the algorithm after £ = 20 iterations at
Lv —10dB is almost converged, while for higher % this gap

No
increases. That is because, the noise power 0721 is reflected in

(18)

the update of the scaling factor 3*) in equation (15) and is
therefore part of the diagonal term in the matrix to be inverted
in (11). For very low SNR this diagonal term is dominating
B(k)z (/) > HYH and the matrix inversion in (11) can be
approximated by

— -1
(HHH + 5<k>2A<k>) ~ (5<k>2A<’f)) ~T. (19
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Fig. 2. aMSE w.r.t. no. of iterations for PR-DiP algorithm under PSPC and
centralized precoder under SPC for % = 10dB and 1}\% = 30dB
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B. Fartially Coordinated Transmission

Our PR-DiP algorithm can be easily modified for partially
coordinated transmission, by setting the uth row of H; and
the uth column of G; to zero, if UE wu is not served by SC j.
Then, two SCs only have to exchange the informations about
the UEs served by both of them.

To show the gain due to cooperation between the SCs, it is
assumed that each UE wu is served by Ngc, SCs. In Fig. 4
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Fig. 4. Sum rate w.r.t. f,—z for proposed algorithm using K = 30 iterations,
considering no cooperation, partial cooperation and full cooperation

Nue

the sum rate R = Z logy(1+ SINR,) is shown w.r.t. 5 for

different numbers of NSC «- Note that for Ngc,, =1 there is
no cooperation between the SCs and for Ng¢c,, = 5 all SCs
j transmit its complete data matrix HjGé‘? to all other SCs.
It can be observed, that there is a clear gap in the sum rate
between complete joint transmission and partially coordinated
transmission and this gap further increases with Eb . Note, that
only a small system with pure LoS transmlssmn is considered
here. Due to space limitations, an analysis of our proposed
algorithm for large networks with mixed LoS and non-LoS
transmission is left here.

V. CONCLUSION

In this paper, we provided a DiP algorithm for joint
transmission in SC networks with PSPC. Starting from a
constrained MMSE formulation, we rewrite the optimization
problem into a form which could be numerically solved in
a distributed way using the PR method. Simulations have
shown promising results and further analysis of the overhead
and computational complexity w.r.t. practical limitations, e.g.,
latency constraints and limited inter-SC link capacity, are
planned for future study.
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