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Abstract—To meet the consistently increasing computation
demand while reducing the energy footprint, future computing
architectures need to consider parallelism. In this paradigm,
compute nodes with massive number of cores are directly
interconnected in one board by short-range optical connections.
At the same time, high-speed wireless connections of up to 100
Gbps are used on demand between compute nodes of different
boards. That hybrid design not only enables flexibility and energy
efficiency but also opens up new research questions to obtain
secure and energy-efficient interconnects in various areas, such
as communications, routing, distributed storage and especially
security. This paper summarizes the state-of-the-art research
findings in those areas, presents a novel key distribution scheme
and expands current evaluation platforms with a novel testbed
design and realization, leveraging the maturity of virtualization
technologies.

I. INTRODUCTION

To satisfy the consistently increasing demand for computing
power while reducing the energy footprint, massively parallel
processors with thin-cores have to be considered [1]. The
Highly Adaptive and Energy-Efficient Computing (HAEC)
project advocates this approach with a hybrid design em-
ploying both optical and wireless communications [2]. The
illustration of the future HAEC Box consisting of four boards
is given in Fig. 1. Assuming that each compute node is a
3D stacked processor chip with thousands of “thin” cores
and local memory to offer massive intra-node parallelism,
compute nodes can directly communicate via optical and wire-
less connections for intra- and inter-board communications
respectively. In this way, the number of hops, especially for
links between compute nodes of different boards, can be
significantly reduced.

The HAEC Box will tackle energy efficiency and adap-
tivity in a holistic manner. At the hardware level, comput-
ing and communication components have to enable energy
proportional operations, meaning that unused chips, optical
or wireless links can also be turned off. Additionally, the
software part has to be aware of energy as well, leveraging
the adaptivity of computing and communication components to
provide adaptive, context- and energy-aware software. Specifi-
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Fig. 1. Design of the HAEC Box.

cally, it has to include energy control loops to identify energy-
critical states and trigger energy-saving hardware actions. This
requires monitoring the system state of controlled objects such
as computing, storage and networking resources.

Equally important is the design of a secure and energy-
efficient interconnect to construct the topology of the
HAEC Box, integrating computing, and optical and wireless
connections with software’s energy control loops. This task
requires a collaborative effort of research in various areas.
First, fundamental limits in terms of energy efficiency have to
be understood for wireless inter-board communications. Sec-
ond, research on novel routing protocols is required to ensure
energy-efficient transport of data across compute nodes within
the HAEC Box. Third, new distributed storage solutions have
to be developed to enable a scale-out software architecture in
which the HAEC Box will be used by various applications
and users. Fourth, security issues such as protection and
attack countermeasures required further research to ensure the
security of the overall HAEC Box. Finally, unique evaluation
platforms facilitating collaborative research are developed to
enable the benchmark and demonstration of our research ideas
and outcomes.

The contributions of this paper are two-fold. First, it summa-
rizes the state-of-the-art studies and highlights our key findings
in the areas of communications, routing, distributed storage
and security. Second, the authors expand the current evaluation
platforms with a state-of-the-art testbed design and realization
to demonstrate and evaluate the HAEC Box topology in real
world settings.

In the rest of the paper, Section II summarizes the latest
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Fig. 2. System model of the 3-user multi-way relay channel with multiple
unicast transmissions where node R is the relay and nodes 1 to 3 are the
users. Messages travel along the different line styles.

findings in the area of interconnects, Section III describes our
platforms for evaluation and Section IV summarizes the main
content.

II. SECURE AND ENERGY-EFFICIENT INTERCONNECTS

To enable secure and energy-efficient interconnects, re-
search efforts have to be done individually and collaboratively
in several areas such as communications, routing, distributed
storage and security. This sections summarizes state-of-the-art
studies and latest findings in those areas.

1) Communication: Communication within the HAEC Box
is done optically and wirelessly. Each node is equipped with
both communication interfaces and connected to its four near-
est on-board neighbors through optical links. Communication
between adjacent nodes is thus possible at very high speed
and low energy consumption. However, on-board connections
to more distant nodes via the optical interface must be routed
across one or more other nodes. This requires unused bandwith
on all involved nodes, costly optical switching, and introduces
additional delay. Instead, utilizing the wireless interface to
route the traffic across a node on an adjacent board might
be favorable. In addition, communication between boards is
only done wirelessly. Understanding the fundamental limits in
terms of throughput, energy efficiency (EE) and delay in those
wireless multi-hop networks is of paramount importance for
designing the HAEC Box. We have identified and analyzed
several typical communication scenarios in it and for two of
these we present our results.

The first model is a multi-way relay channel (MWRC)
[3] with multiple unicast transmissions depicted in Fig. 2.
Throughput and EE for various relaying schemes and sym-
metric channels are analyzed in [4]. The considered relay
operations are decode-and-forward (DF), amplify-and-forward
(AF), and noisy network coding (NNC). Results show that
DF achieves the sum capacity for SNRs up to 8 dB and NNC
and AF achieve the sum capacity within 0.877 bit/s/Hz and
1.5 bit/s/Hz, respectively.

In future communication networks like the HAEC Box,
EE [5] is the key performance metric. It is defined as the
ratio of the total amount of data transmitted reliably during
a time T to the associated total energy consumption of the
communication interface during that time, i.e., for a total
number of K nodes, EE = TBRΣ(P1,...,PK)

T
∑K

i=1(φiPi+Pc,i)
where B is the

communication bandwidth, RΣ(P1, . . . , PK) the achievable
sum rate in bit/s/Hz, Pi is the ith node’s transmit power, φi
is a constant to model energy users depending linearly on the
transmit power, e.g., the power amplifier, and Pc,i models the
static circuit power consumption of node i. Maximizing the
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Fig. 3. Energy efficiency in the 3-user MWRC of 1) NNC, 2) AF with multi-
user decoding (AF-MUD), 3) AF with single-user decoding (AF-SUD), and
4) DF as a function of the SNR for the HAEC Box.

EE leads to non-convex, fractional problems which often have
high computational complexity.

Assume for the moment that, despite different hardware
complexities, we would use the same Pc,i for all transmission
schemes. Then the scheme with the highest throughput would
also achieve the highest EE. Obviously, this does not result in
meaningful results. Instead, we model the different hardware
complexities with different constants Pc.i to obtain a fair and
meaningful comparison of the EE. This is done in [4] with
measurements and estimates from the HAEC hardware group.
Simulation results taking the different hardware complexities
into account are reported in Fig. 3 for symmetric channels. It
can be seen that up to approximately 10 dB DF performs best
whereafter AF with multi-user decoding achieves the highest
EE. This continues to hold for higher SNRs, where DF is
outperformed by all other schemes. The surprisingly good EE
of AF motivated us to look further into this relaying scheme.
In [6], the largest known achievable rate region for the channel
at hand with AF relaying is derived and in [7] we begin to
extend the presented results to arbitrary channels.

Data traffic in the HAEC Box may be loosely categorized
in non-elastic traffic with high quality of service (QoS) de-
mands and much less time critical elastic traffic. Examples
of such types of traffic are control signaling and memory
migration, respectively. Often, this non-elastic traffic does not
fully utilize its available spectrum. Thus, a higher system
spectral efficiency might be achieved by utilizing the same
spectrum by a secondary link transmitting elastic data while
ensuring that QoS demands of the primary (non-elastic) link
are still met. For the HAEC Box, the most relevant approaches
to this spectrum sharing problem are overlay and underlay
cognitive radio [8]. In the overlay approach, the primary
transmitter cooperates with the secondary transmitter to enable
transmission in the secondary link while also increasing its
own rate. In underlay operation, the primary transmitter does
not cooperate with the secondary, thus reducing cooperation
delay and overhead. Instead, it tolerates a reduction of its
achievable transmission rate as long as its QoS constraints
are still met.

Energy-efficient resource allocation for both modes of op-



eration are addressed in [9]. We formulate the problem as
the maximization of the secondary EE subject to a minimum
rate requirement for the primary user. This leads again to
challenging non-convex, fractional problems. We obtain the
global optimal solution for the underlay scenario and propose
two low complexity algorithms yielding first-order optimal
resource allocations for the overlay approach.

2) Routing: The overall goal of routing in the HAEC Box
is the energy-efficient transportation of messages (or packets)
between nodes. The low-power design of the optical and
wireless communication links are not the only features to save
energy. They are also designed to be adaptive and configurable
during the runtime to achieve different performance and energy
consumption levels. The basic requirement of adaptivity is the
capability to power on/off each individual link including their
associated hardware. When one communication link is under
low utilization or even unused for a period of time, powering
it off and redirecting the messages transmitted through it
to another one can further reduce energy consumption of
the whole network. This methodology is first introduced in
the area of Green Internet and data center networks (DCNs)
[10]–[12]. The design of the HAEC Box brings additional
challenges to the direct application of this energy-saving
methodology. Compared with the traditional network equipped
solely with wired links, the available candidate links for
transmitting messages include both optical and wireless links
which increases the size of the solution search space. In
addition, interference can occur if one node serves as receiver
of multiple wireless links at the same time. Thus, we have
designed a joint scheduling mechanism of link activation and
routing for the HAEC Box networking architecture [13].

The lack of optical routing devices suggests that each
node performs packet switching. We advocate the principle
of Software Defined Networking (SDN) to support the joint
scheduling mechanism, which assumes the existence of a
centralised controller in the network [14]. Fig. 4 illustrates the
basic architecture of our proposed joint scheduling mechanism.
The core component is the network controller that accepts QoS
request messages, e.g, bandwidth requirements, either directly
from deployed distributed applications or from a high-level
network resource negotiator [15] in a round- or time-based
fashion. It determines which links should be powered on and
selects the path for communication between two nodes so as
to maximize energy savings and fullfill QoS requirements.
Power mode decisions are propagated with so-called link state
configuration messages to the link state manager of each
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Fig. 4. Design of joint scheduling of link activation and routing.

node and forwarding rule messages are used to install routing
decisions into each node’s routing table. The nodes then act
accordingly. Our simulation results reported in [13] show that
the proposed optimization model and heuristic algorithm for
the described joint scheduling problem achieves relatively low
energy consumption compared to the fully operational mode of
the HAEC Box or the existing dimensional routing algorithm.

3) Distributed Storage: Applications intended to run within
the HAEC box (e.g., database management systems) require
the storage, retrieval, and processing of data. One storage node,
provided with enough storage capacity, could take care of
the storage of the information. However, due to the highly-
adaptive nature of the HAEC box, some of the nodes might
be in sleep mode and unable to provide access to the stored
data, causing information unavailability. Furthermore, within
the HAEC box architecture, if an application requests or
modifies data stored at a node several communication hops
away, the operations might suffer long delays from the latency
overhead added at each communication hop. Moreover, if
several applications request information simultaneously, the
data can be served with a throughput limited by the capacity of
the serving node. To guarantee the availability and reliability of
the information as well as a high throughput and low latency,
the system can store the information distributedly among dif-
ferent nodes. By distributing the data and adding redundancy,
the system can guarantee that the information is available
when some of these nodes are unavailable. Furthermore, data
distribution causes the total throughput of data requests to
be the aggregated value of each upload throughput at the
individual nodes. Similarly, by distributing the information in
nodes physically located in different places in the HAEC box,
the system can reduce the delays of data requests by reducing
the number of hops in the communication.

The advantages of distributed storage systems are not new.
Systems like RAID [16] are known since the 80’s and have
shown the benefits of using block codes over simple data
replication. Block codes, by forming linear combination of the
original data, increase the reliability of storage systems while
reducing the storage costs when compared with replication
schemes. However, traditional codes, such as Reed-Solomon
codes, present a disadvantage over replication when some
nodes become unavailable and the system repairs the lost
redundancy in newcomer nodes (the repair problem). If the
data is replicated, the information stored in an unavailable
node is copied from other nodes into a newcomer node. On
the other hand, when using traditional block codes, repairing
lost redundancy involves the transfer of the whole data and a
process of decoding and re-encoding. For years it was thought
that the bandwidth overhead of the repairs was unavoidable
when using block codes, but [17] proved that the use of linear
network coding, allows distributed storage systems to operate
over the optimal curve of the trade-off between storage costs
and repair bandwidth.

However, the literature focuses on solutions for distributed
storage systems for peer-to-peer networks or within data
centers. Furthermore, the repair problem is usually addressed



for scenarios where the repair of the lost redundancy is
performed in newcomer nodes that are available within a short
time after a node becomes unavailable. Our goal is to inves-
tigate different distributed storage protocols and techniques
to disseminate data within the context of the HAEC box
architecture. For instance, how to distribute the data within the
HAEC Box topology in order to understand the intrinsic trade-
offs between storage, energy consumption, throughput, latency
and reliability when using replication, traditional block codes
and network coding schemes. Furthermore, we investigate the
repair problem when the data losses due to the unavailability
of the nodes are not catastrophic but rather temporary, and
the system that performed a repair will need to remove extra
redundancy once the missing node becomes available again.
Our results include [18] where we studied the repair problem
evaluating the trade-offs between storage costs and repair
bandwidth in systems without newcomer nodes available. We
also investigated the feasibility of managing the storage and
transport of the information with Random Linear Network
Coding (RLNC) as a single code structure. In [19], we
investigated techniques to optimize the operations involved in
network coding when performed in multicore architectures,
namely the parallelization of matrix multiplication and matrix
inversion over Galois fields in order to reduce the computation
latency.

4) Security: To ensure total security of the interconnects,
we consider a comprehensive approach including both pro-
tection, i.e. prevent attackers in the first place, and attack
countermeasures.

a) Protection: We apply network coding [20] within the
HAEC Box, because it offers fast and efficient communication.
Instead of sending parts of the data consecutively, network
coding allows for sending linear combinations of the data
(coded packets) and for recoding of packets at intermediate
nodes instead of simply relaying them. A receiver does not
depend on certain packets but only needs “enough” coded
packets to decode. Communication is only valuable as long
as the messages are undisclosed, unmodified, and available.
There exist many state-of-the-art security measurements for
network coding, but we found two main issues that have to
be solved. Since all efficient systems are based on symmetric
cryptography, we need an efficient and secure way to exchange
symmetric keys between all nodes of the HAEC Box. Second,
whereas most schemes try to optimize only throughput, we
also want to optimize for high efficiency and low latency.

One opportunity for an efficient key distribution is to utilize
physical layer key generation (PLKG) [21]. In this process,
communication partners agree on a key by exploiting the
characteristics of a wireless channel. An eavesdropper at a
different location is not able to obtain the key, because he
has different channel characteristics to the communication
partners. However, to generate a physical layer key the two
nodes need a direct link. Thus, we tried to find a way for a
secure and efficient key establishment over multiple hops.

In [22], [23], we provide solutions for end-to-end key
exchange under the consideration of different attacker models

and evaluate the costs. In case of only passive attackers
(eavesdroppers), we propose to use different paths to transmit
partial keys between sender and receiver, where each direct
link is protected by means of the generated physical layer
keys. Sender and receiver locally compute the end-to-end key
from the partial keys, and as long as at least one path used
for the exchange of a partial key is trustworthy, an attacker
cannot learn the end-to-end key. Fig. 5(a) shows an example
where sender and receiver want to establish a common key. By
sending partial keys over different paths (e.g., red and orange)
the receiver as well as the sender can calculate the XOR
of all partial keys. A single eavesdropper, however, cannot
gain any knowledge. For active attackers, we propose to use
robust secret sharing [23] to prevent modifying attackers from
hindering the key exchange. We show that a key exchange is
possible if the number of nodes per board is larger than the
sum of eavesdroppers and modifying attackers on a board.
Overall, this illustrates a possible way for an initial key
distribution between the nodes of a HAEC Box.

For secure network coding approaches, we have to distin-
guish between two protection goals. Because of the recoding at
intermediate nodes, integrity is of high importance. Otherwise,
the recoding of a bogus message and regular messages will re-
sult in corrupted messages that will pollute the communication
and harm the availability of the system (pollution attacks [24]).
The other protection goal is confidentiality of the data. Instead
of applying end-to-end encryption, there are possibilities to
exploit the inherent (algebraic) security of network coding.
In SPOC [25], only the encoding coefficients are encrypted
instead of the data. In P-Coding [26], all symbols of a packet
are permuted to prevent an eavesdropper from gaining any
information. Our goal is to analyze the efficiency of secure
network coding schemes in the HAEC Box. First, we want to
find appropriate schemes and a way to adaptively choose the
most efficient scheme for given parameters. Second, we want
to increase the efficiency of the secure approaches.

For these goals, we provided analysis, implementation, and
measurements of selected schemes. We also implemented
performance models within our parallel simulation frame-
work [27] to test the approaches on a large scale. Based
on these studies, we enhanced existing schemes in order to
achieve better efficiency and lower latency. In the field of
confidential network coding, we extended the work of [25]
and developed a scheme called eSPOC [28] that provides less
communication overhead, lower energy consumption, and less
latency. Fig. 5(b) shows the latencies for different lightweight
confidentiality schemes (P-Coding, SPOC, and eSPOC) in
comparison to an end-to-end encryption of the payload applied
before network coding (EncPay). As a baseline, the latency of
network coding without security measures (practical network
coding (PNC) according to [29]) is reported as well. We split
the latencies in the time needed by a sender (blue) until he can
send the first packet and the time a receiver (orange) needs to
decode after receiving the last packet. As can be seen, eSPOC
nearly achieves the latency of insecure PNC.
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b) Attack countermeasure: Wyner, in his seminal paper
[30], laid the foundation for evaluating information theoretic
security for the wire-tap channel without the use of secret
keys. More recent investigations have been e.g. into the secrecy
rate for multiple-input single-output (MISO) channels with
channel state information (CSI) [31]. One of the goals of
our research is to provide an information theoretic analysis
of massive MIMO with regards to the secure goodput of the
system defined as the amount of bits which can be reliably
and information theoretic securely received.

We consider an n×m complex-valued MIMO system where
n is the number of transmit antennas at Alice and m is the
number of receive antennas at Bob as shown in Fig. 6. In our
system model, Bob is the legitimate receiver for a message
transmitted by Alice and Eve is the eavesdropper. The received
signal for Bob is yb = Hx+nb and for Eve is ye = Gx+ne,
where x ∈ Cn is the input signal, H,G ∈ Cm×n are the
channel matrices, and nb,ne ∈ Cm are zero-mean circularly
symmetric complex Gaussian noise vectors with powers σ2

b

and σ2
e respectively. The SNR is defined as ρ = p

σ2 where p
is the average transmit power.

The ordered eigenvalues of the effective channels to Bob
are λl(HH†), where λ1 ≥ ... ≥ λn. Similarly, the ordered
eigenvalues of the effective channel to Eve are γl(GG†),
where γ1 ≥ ... ≥ γn.

An information theoretic analysis of the secure goodput for
massive MIMO systems as well as multi-mode fiber optic
systems is done in [32]. Allowing k out of n total streams to be
compromised, the following optimization problem is derived
for the secure goodput

max
1≤k≤n

max
∆>0

(n− k) Pr(λn ≥ γk+1 + ∆) log

(
1 +

ρ∆

1 + ρ(λn − ∆)

)
where ρ is the SNR of the system and ∆ is the advantage (i.e.

difference) between γk+1 and λn such that λn ≥ γk+1 + ∆.
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Fig. 6. Wiretap channel model for communication between Alice and Bob
with eavesdropper (Eve).

Due to the complex nature of the optimization problem it was
solved with an exhaustive search.

The method and results obtained in [32] are a useful part
in solving the larger problem of information theoretically
securing the board-to-board wireless communication within
the HAEC box.

III. EVALUATION PLATFORMS

This sections describes our evaluation platforms, including
the simulation framework and our testbed. They work as key
components for the evaluation of research ideas.

1) A Parallel Simulation Framework: Simulation plays an
important role during the research and design of the HAEC
Box and its components. The challenge is to connect research
on different hardware components as well as software runtime
environments and applications. Since the focus is on future
generation components and architecture, it is not feasible to
build integrated hardware prototypes at the target scale of the
HAEC Box. Analytical models only reveal static properties for
simple assumptions instead of complex dynamic workloads.

The HAEC simulation framework [33] allows to study how
relevant parallel applications perform on the envisioned com-
ponents. Simulation enables the evaluation of alternative de-
sign choices early during research. By providing an integrated
framework, it is possible to see how multiple components
interact with each other under realistic workloads. For HAEC,
it is essential to not only predict performance, but also energy
consumption as a result of the simulation.

There is a good amount of literature about simulating appli-
cations on parallel architectures. One approach to simulation is
discrete event simulation, which focuses on processing events
rather than advancing time. For most existing simulators, the
focus is on performance as a resultant metric. Dimemas [34]
simulates the execution of parallel MPI or multi-threaded
programs based on application traces. However, the Dimemas
simulator itself is sequential. BigSim [35] is also based on
traces of MPI applications and focuses on large target systems.
xSim [36] uses a lightweight approach for simulating a large
system using oversubscription on a smaller system.

The simulation workflow for HAEC begins with recording
the runtime behavior of a parallel application on an existing
system as a event trace. The simulation itself processes these
events in parallel and creates an output trace that describes the



performance and energy consumption of the application on the
target platform, e.g. the HAEC Box. Analysis and visualization
of the simulation output can be performed using exiting tools
for performance analysis on application traces.

Score-P [37] is used to instrument the parallel application.
The resulting trace file contains events such as a call to a
specific function, on a given thread or a message between
two processes with a certain size. All events are locally
ordered and contain a timestamp. The parallel simulation
uses OTF2 [38] as file format and library both for the input
and output trace. Each thread of the input application trace
is handled by a worker process in the simulation. Further
processes manage the state of shared resources (e.g. links)
for the target architecture. The resulting trace is visualized
with Vampir [39], revealing the dynamics of the simulated
application execution, e.g. the simulated time of a specific
message or the power consumption of a hardware component
over time. Vampir also allows the comparison of multiple
traces, e.g. from two simulations of different configurations
of the HAEC Box architecture.

An important aspect for HAEC is modeling of network
coding schemes for error-prone transmissions [40]. We have
implemented models for the wireless and optical links as well
as resource management to model contention for shared links.
The energy aspect is covered by power models for CPUs that
are based on recorded performance monitoring counters as
well as power models for interconnect that are based on the
utilization state of links. One focus during model building
and simulation, is verification in order to ensure reliable
results [41].

Simulation in HAEC provides valuable feedback to re-
searchers that are working on hardware components and
interconnect techniques, by revealing the impact of design
descisions on the performance and energy consumption of
relevant workloads.

2) Testbed: To present our research findings in real-world
environment, we need a testbed which also works as a proof-
of-concept of the HAEC Box architecture. With the testbed,
we would like to flexibly create HAEC reference topologies
as well as state-of-the-art ones for performance comparison.
Simultaneously, the testbed should allow for energy measure-
ment and calibration at a reasonable cost and has to provide
compatible hardware interfaces capable of running energy-
aware software from collaborative research groups.

Our approach to build the testbed is a combined solution
of both hardware and software. The former provides compu-
tation power and physical connectivities internally between
computing elements as well as externally to the Internet.
The latter provides us the flexibility to create networks of
arbitrary topologies. In that sense, we leverage the maturity
of virtualization technologies for computing and networking
to create virtually arbitrary topologies under test. Specifi-
cally, for the software part, we decide to deploy a cloud
management software to reuse its helpful functionalities such
as resource aggregation, automated networking services (e.g.,
building virtual switches or routers, IP address assignment,
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etc.) and managing multiple simultaneous projects and users.
For the underlying infrastructure, we use single-board comput-
ers (SBCs) due to their small sizes, yet reliable operation and
economical matter. Fig. 7 illustrates the design and realization
of our testbed, HAEC Playground.

We organize the SBCs in a star topology to enable connec-
tivity between all compute nodes in the testbed. Furthermore,
to facilitate a modular and extensible setup, we organize SBCs
into subgroups interconnected by a switch. Each subgroup can
support a small to medium scale experiment. When a larger
setup is needed, several subgroups should be aggregated by
interconnecting switches into a ring. For that reason, we select
L3 switches which are stackable to support interconnection
of multiple switches. Since our focus is not on the chip
technology at compute nodes themselves, but rather on the in-
terconnects between them, we advocate the use of off-the-shelf
hardware. For SBC, we select Odroid XU-4 from Hardkernel1,
each is equipped with 8 ARM CPUs with the big.LITTLE
architecture, meaning 4 high performance Cortex-A15 cores
and 4 energy-efficient Cortex-A7 ones. Additionally, we de-
sign and manufacture a tailor-made rack to make the testbed’s
modules more mobile. This design is also extensible to future
need, e.g., one can connect a high-performance computer
with large-volume storage and fast network connections to the
testbed, supporting resource intensive operations.

The cloud management software deployed on the testbed is
the key to provide the programmable infrastructure environ-
ment. We decide to deploy OpenStack2 in our testbed since it is
the most mature and active open-source project of its kind. In
addition to its capability to create arbitrary network topologies,
the software allows for modifying Quality-of-Service metrics
(such as delay and packet loss), with add-ons, to emulate
characteristics of a wireless connection. The overall advantage
of OpenStack is that it facilitates an emulation environment,
meaning that our networking setup is fully compatible with
real-world networks. Furthermore, the environment provides
both a graphical user interface to visualize aggregated re-
sources, instantiated networks and computing nodes as well
as an API for repeatable setups via a command-line interface.

1www.hardkernel.com
2www.openstack.org



All in all, the testbed allows us to instantiate networks of
arbitrary topologies, including the HAEC Box for evaluation
purposes. More importantly, it also works as a proof-of-
concept to demonstrate the idea of the visionary HAEC Box.

IV. SUMMARY

We summarized in this paper state-of-the-art studies and
highlighted latest outcomes to obtain secure and energy-
efficient interconnects in various areas, such as communi-
cations, routing, distributed storage and especially security.
Furthermore, we presented a novel testbed design and re-
alization, leveraging virtualization trend in cloud computing
with off-the-shelf single-board computers, introducing various
advantages such as flexibility, mobility and reasonable cost.
The testbed enables the construction of arbitrary topology for
interconnect research as well as demonstration.
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