
1	  
2	  
3	  
4	  
5	  
6	  
7	  
8	  
9	  
10	  
11	  
12	  
13	  
14	  
15	  
16	  
17	  
18	  
19	  
20	  
21	  
22	  
23	  
24	  
25	  
26	  
27	  
28	  
29	  
30	  
31	  
32	  
33	  
34	  
35	  
36	  
37	  
38	  
39	  
40	  
41	  
42	  
43	  
44	  
45	  
46	  
47	  
48	  
49	  
50	  
51	  
52	  
53	  
54	  
55	  
56	  
57	  
60	  
61	  
62	  
63	  
64	  
65	  

Deep Learning-Based Forward-Aware Quantization
for Satellite-Aided Communications via

Information Bottleneck Method
Matthias Hummert , Shayan Hassanpour , Dirk Wübben , and Armin Dekorsy
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Abstract—We consider a two-hop transmission setup in the
context of Non-Terrestrial Networks (NTNs). Explicitly, a noisy
source signal should be compressed at an on-ground relay node
before getting forwarded over an error-prone and rate-limited
channel to a satellite transponder. The impacts of this imperfect
forwarding should be integrated into the compressor’s design
formulation. In full harmony with the Information Bottleneck (IB)
principle, we choose the Mutual Information (MI) as the fidelity
criterion and devise a data-driven algorithm, the Deep Forward-
Aware Vector Information Bottleneck (Deep FAVIB), to tackle the
design problem, when solely a finite sample set is available. To this
end, first we derive a tractable objective function and, later on,
utilize it to train the encoder and decoder Deep Neural Networks
(DNNs) in the introduced learning architecture. Our approach
here, that is based on (generative) latent variable models, extends
the well-known concepts of Variational Auto-Encoders (VAEs) and
Deep Variational Information Bottleneck (Deep VIB) from remote
source coding to joint source-channel coding. To corroborate the
effectiveness of our data-driven approach, we also present several
numerical results over a typical transmission scenario for NTNs.

Index Terms—6G, NTN, deep learning, information bottleneck,
joint source-channel coding, variational auto-encoder

I. INTRODUCTION

Non-Terrestrial Networks (NTNs) are a promising system
architecture for further extension of future communication
systems. These networks make use of satellites and drones to
enable global connectivity, especially for low-populated areas
on earth. One possible use-case is the Internet of Things (IoT)
as mass connectivity is a key aspect. Besides, NTNs can help
to handle massive data rates in the future.

Herein, as a generic scenario, we consider a satellite-aided
communication, illustrated in Fig. 1. A User Equipment (UE)
transmits its signal over an access channel to an on-ground
relay node. This node then compresses its recieved signal and
forwards it over an error-prone and rate-limited channel to a
satellite transponder for further processing. To compress the
data, the Information Bottleneck (IB) framework [1] is used.
It builds upon ideas from the seminal work of Shannon [2]
on lossy source coding. In most practical quantization cases
it is a lot easier to define a relevant / target variable, whose

Fig. 1. A satellite-aided communication system with a relaying aspect. A
noisy signal from a UE is received by an on-ground relay node, compressed
and finally forwarded to a satellite transponder via an error-prone link.

information shall be kept, than specifying a suitable distortion
measure. With this in mind, IB modifies the single-letter char-
acterization of the Rate-Distortion function by lower-bounding
the mutual information between the target and compressed
variable instead of upper-bounding the average distortion term.
Conceptual ideas, linked to the practical applications of the
IB method have been discussed in [3], [4]. The footprints of
this variational principle can be found in a broad variety of
applications, including the Analog-to-Digital converter design
[5], Polar code construction [6], [7], discrete channel decoding
[8]–[13], and in semantic communications [14]–[17].

With the massive growth of artificial intelligence and deep
learning, Neural Networks (NNs) and data-driven algorithms
are very widespread. By taking advantage of the potentials of
NNs, sample-based approaches for optimizing the IB method
have been derived [18]–[20]. These approaches do not require
the prior full statistical knowledge of the system. Instead they
operate based on a finite sample set of the input signals. These
powerful extensions to the IB method enable its usage in more
complex setups when only samples are available. On top, these
methods can operate on high-dimensional data efficiently.
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Fig. 2. System model: Source symbols x are sent over an access channel, clustered by an encoder, imperfectly forwarded, and reconstructed by a decoder x̂.

Motivated by this, in this paper, we present the Deep FAVIB,
a sample-based approach built upon the Forward-Aware Vector
Information Bottleneck (FAVIB) algorithm [21]. Deep FAVIB
directly generalizes the concepts of Variational Auto-Encoder
(VAE) [22], [23] and Deep Variational Information Bottleneck
(Deep VIB) [18] to the context of joint source-channel coding.
More specifically, VAEs encode a source signal of interest into
a latent variable (of typically much lower dimension) before
decoding it back to the source signal space. Extending upon
this idea, Deep VIB [18] encodes a noisy observation of the
source signal into a latent variable. This forms a remote source
coding scheme. Deep FAVIB further extends these ideas into
the context of joint source-channel coding, by integrating the
impacts of an error-prone foward channel (FC) into the joint
training of the encoder and decoder DNNs.

We provide several simulation results for a generic satellite-
aided communication setup, clearly highlighting the potentials
of Deep FAVIB to be deployed in NTNs by demonstrating that
it performs on par with the current State-of-the-Art (SotA)
scheme, without relying on prior full statistical knowledge of
the input signals. Our results indicate that Deep FAVIB is a
promising alternative to the conventional algorithm, specially
in applications where the joint statistics of input signals are
not available (or easy to estimate).

II. SYSTEM OVERVIEW

A. System Model and Problem Formulation

Fig. 2 illustrates the general system. A data source produces
discrete-valued modulated symbols x∈X , getting transmitted
over an access channel p(y|x). This channel adds distortion to
the source signal, yielding the received signal y∈Y . Clustering
is applied via a quantizer p(z|y) to compress the received
signal y to z ∈ Z with fixed cardinality |Z|=N . Following
that, an error-prone and rate-limited forward channel p(t|z)
with capacity R adds further distortions to the compressed
signal, yielding the signal t∈T . Afterwards, a decoder p(x̂|t)
must reconstruct the source signal x̂. This overall system
yields a joint source-channel coding scheme, as the encoder
p(z|y) is designed such that, through the compression, it also
takes the effects of imperfect forwarding into account. Aside
from NTNs, this general setup can be found in numerous
terrestrial applications as well, ranging from inference sensor
networks with imperfect channels to the fusion center [24],
[25] to Cloud-based Radio Access Networks (C-RANs) [26],
[27] and Cell-Free massive Multiple Input Multiple Output
(CFmMIMO) system [28]–[30] with non-ideal fronthaul links.

B. Conventional IB Method

To start the technical discussion, we construct the quantizer
p(z|y) through the conventional IB method. To achieve this,
the underlying distributions of the system must be known.
This assumption is only valid for the conventional approach.
Principally, the goal is to preserve in the compressed signal z
as much information as possible (the quantizer input signal y
carries) about the source signal x.

1) Perfect Forwarding: First we consider the simpler case
of error-free forwarding. With the IB method, we maximize
the relevant information I(x; z), with the constraint on the
compression rate I(y; z) being limited to the capacity R of
the FC. Formalising this yields

p⋆(z|y) = argmax
p(z|y): I(y;z)≤R

I(x; z) , (1)

with 0 ≤ R ≤ log2 |Z| bits being the upper-limit to I(y; z).
By using the Lagrange Method of Multipliers [31] we get

p⋆(z|y) = argmax
p(z|y)

I(x; z)− λI(y; z) , (2)

where λ ≥ 0 is associated with the rate-limit R of the FC.
Eq. (2) establishes a trade-off between reconstruction I(x; z)
and compression I(y; z). Minimizing I(y; z) works towards
compressing the signal y, while maximizing I(x; z) works
towards reconstructing the source x. Basically, we want the
compressed variable z to preserve the information about the
source x, while being compressive w.r.t the noisy signal y.

The stationary solution of (2) has been derived in [1] as

p⋆(z|y) = p(z)

ω(y, λ)
exp

(
−λ−1DKL

(
p(x|y)||p(x|z)

))
, (3)

for each pair (y, z) ∈ Y×Z , where ω(y, λ) is a normalization
function, to ensure a correct conditional distribution. This
solution is the core of an iterative algorithm proposed in [1]
to address the (non-convex) design problem (1). In essence,
this algorithm performs the Fixed-Point Iterations [32] on the
implicit solution (3). The resulting quantizer is typically soft,
as long as λ > 0.

2) Imperfect Forwarding: For the more complicated case
of imperfect forwarding the design problem is mathematically
formulated as

p⋆(z|y) = argmax
p(z|y): I(y;z)≤R

I(x; t) . (4)

Again using the Lagrange Method of Multipliers [31] yields

p⋆(z|y) = argmax
p(z|y)

I(x; t)− λI(y; z)︸ ︷︷ ︸
LFAVIB

(5)

2024 European Conference on Networks and Communications & 6G Summit (EuCNC/6G Summit): Wireless, Optical and Satellite 
Networks (WOS)

346
2



Access Channel CP to RE NN-Encoder +

So
ft

m
ax

/A
rg

m
ax

Gumbel Sampler

pθ(z|y)

Forward Channel NN-Decoder

qϕ(x|t)

Satellite

x y yreal log(π)

g

zsamp t x̂

Fig. 3. Detailed Deep FAVIB learning architecture, consisting of two DNNs for encoder and decoder, a Gumbel sampler, and a softmax/argmax unit.

for each (y, z) ∈ Y×Z . The key difference is that the quantizer
is redesigned such that the information about the source signal
x is mostly preserved at the output t of the error-prone forward
channel. Solving (5) yields another stationary solution, derived
in [21] as

p⋆(z|y) = p(z)

ω(y, λ)
exp

(
−λ−1

∑
t∈T

p(t|z)DKL
(
p(x|y)||p(x|t)

))
,

(6)

where ω(y, λ) is again a normalization function. Like before,
this appears at the core of an iterative algorithm, namely,
the Forward-Aware (Vector) Information Bottleneck (FAVIB),
proposed in [21]. Analogous to the previous case, for λ > 0,
typically, a soft quantizer is achieved.

III. DEEP FAVIB

In this section, we present our data-driven approach, namely,
Deep FAVIB. It approximately tackles the design problem (5),
when only samples instead of the full statistics are available.
This approach generalizes the Deep Variational Information
Bottleneck (Deep VIB) [18], which is based upon well-known
generative latent variable models, specifically, the Variational
Auto-Encoders (VAEs) [22], [23]

A. Finding the Variational Lower-Bound

We start by introducing a tractable Variational Lower-Bound
(VLB) on the objective function LFAVIB in (5). To that purpose,
variables A and B are introduced to represent reconstruction
and compression, respectively. By letting B be an upper-bound
on the compression rate, i.e. I(y; z)≤B and similarly letting
A be a lower-bound on the relevant information I(x; t), i.e.,
I(x; t)≥A, we can follow

LFAVIB = I(x; t)− λI(y; z) ≥ A− λB = LVLB . (7)

For reconstruction, it is true that

I(x; t) = H(x)︸ ︷︷ ︸
≥0

−H(x|t) (8a)

≥
∑
t∈T

p(t)DKL
(
p(x|t)||q(x|t)

)
︸ ︷︷ ︸

≥0

+
∑

x∈X ,t∈T
p(x, t) log q(x|t)

(8b)
≥ Ex,t{log q(x|t)} = A, (8c)

wherein the proxy posterior q(x|t) is deployed to replace
the perfect decoder p(x|t). Similarly, for the compression the
following holds true

I(y; z) =
∑

y∈Y, z∈Z
p(y, z) log

p(z|y)
r(z)

−DKL
(
p(z)∥r(z)

)︸ ︷︷ ︸
≥0

(9a)

≤ E y,z
{
log

p(z|y)
r(z)

}
= B, (9b)

where we introduce r(z) as an arbitrary prior for z. Combining
these findings, we get the following for the VLB

LVLB = Ex,t∼p(x,t){log q(x|t)} − λEy,z∼p(y,z)

{
log

p(z|y)
r(z)

}
.

(10)

Finally, in order to optimize the approximate decoder q(x|t)
and the quantizer p(z|y), we make use of distributions which
are parameterized and realised via NNs. By that, we get

LDNN = Ex,t∼p(x,t){log qϕ(x|t)} − λEy,z∼p(y,z)

{
log

pθ(z|y)
rψ(z)

}
= Et∼p(t)

{
Ex∼p(x|t){log qϕ(x|t)}

}︸ ︷︷ ︸
reconstruction

− λEy∼p(y)
{
DKL

(
pθ(z|y)||rψ(z)

)}︸ ︷︷ ︸
regularization

,

(11)

with weights ψ, θ and ϕ. λ is a trade-off parameter balancing
the reconstruction and compression. Remember that we aim at
maximizing (11). To maximize the relevant information I(x; t),
the cross-entropy loss, averaged over t, is minimized. This
loss follows the Maximum-Likelihood learning rule [33]) and
is the popular loss for classification. For the compression, a
regularization w.r.t. the prior rψ(z) is present as the quantizer
pθ(z|y) is related to it via Kullback-Leibler Divergence (KLD),
averaged over y.

B. NN Architecture and Implementation Details

In order to use NNs to design a stochastic encoder pθ(z|y),
we make use of the reparametrization trick [22] to enable
sampling and calculate gradients of LDNN. This trick makes
the sampling approach independent of the gradient flow, as the
NNs only influence the statistics of the underlying distribution.
Furthermore, the Gumbel-Softmax trick [34], [35] is used, as
we consider a discrete latent variable. This trick yields a soft
approximation to a discrete distribution, enabling the gradients
to be calculated. The architecture has been shown in Fig 3.
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The signal y ∈ Y at the output of the access channel is
usually complex. To be used as an input for the NN-Encoder,
y is stacked into a 2D vector, named yreal, carrying the real
and imaginary parts in each entry. This step is done to enable
easy usage of NNs, as they cannot handle complex numbers
straightforwardly since the gradient calculations can become
tricky. The output of the NN-Encoder π ∈ (0, 1)N , directly
yields the categorical distribution of z. Sampling from the
concrete variable is then done by generating samples from the
Gumbel distribution g ∈ RN . The combined signal log(π)+g
flows into a softmax/argmax unit. If argmax is applied, the
one-hot encoding is performed, i.e. one entry is set to 1, while
all other N−1 entries are set to 0. To enable training, argmax
cannot be used, as gradients cannot be calculated, hence the
softmax with a hyperparameter τ is used to approximate the
argmax. This yields for the ith entry of zsamp

zsamp,i =
exp

((
log(πi) + gi

)
/τ
)

∑N
j=1 exp

((
log(πj) + gj

)
/τ
) ∈ [0, 1], (12)

where τ > 0. If τ is close to 0, the softmax becomes close
to the argmax, and gradients change rapidly. If τ is large,
on the other hand, the softmax gets smooth and may enable
better optimization as gradients change slowly while flowing
through. During the inference the argmax can be used to get
a scalar z. The so created quantized z is then fed into the
FC, introducing further signal distortions and the resulting t
is handed over to the NN decoder qϕ(x|t) (with weights ϕ)
for the source signal recovery. The decoder is an of-the-shelf
Feed-Forward NN. This whole transmission chain can be seen
as an extended VAE strucutre, where the input of the VAE
structure is a noisy observation instead of the source signal
itself. Furthermore, the latent variable is further disturbed by
a relaying FC, before being fed to the decoder.

C. Supervised Learning and NNs

NNs are (nonlinear) functions with trainable parameters, in
this context our encoder and decoder NNs with parameters θ
and ϕ, which are jointly trained w.r.t. a loss function, here
−LDNN (11). The parameters are updated by using a given
data set {xm, ym}Mm=1 and backpropagation utilizing a version
of Stochastic Gradient Descent. For training the decoder, the
output of the forward channel tm is required. Samples tm
are indirectly created through the Markov chain from ym to
tm. In this chain, the learned quantizer determines how zm
and afterwards tm are generated. The prior rψ(z) has its own
trainable parameters, although not being a NN.

IV. NUMERICAL RESULTS

For comparison, we use the SotA FAVIB as the baseline.
As Deep FAVIB is closely related to FAVIB, its performance
should, in ideal case, be on par with it. FAVIB needs the
joint statistics of input signals p(x, y), while Deep FAVIB
runs on a sample set {xm, ym}Mm=1, hence not requiring the
knowledge of input signal statistics. FAVIB is executed 100
times and the best outcome is stored and presented. To enable

TABLE I
SETUPS FOR PRIOR, DECODER NN AND ENCODER NN

Name # of Hidden Layers width of layers # of weights
pθ(z|y) 3 300, 200, 100 82816
qϕ(x|t) 3 300, 200, 100 85602
rψ(z) 0 0 N
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Fig. 4. Relevant information I(x; t) versus temperature τ for different number
of output clusters N and error probabilities e, for σ2

n =0.4 and λ=0.01.

easy comparison, we use an Additive White Gaussian Noise
(AWGN) access channel with the noise variance σ2

n . For the
source signal, we apply the Quadrature Phase Shift Keying
(QPSK) modulation. For the link from the on-ground relay
node towards satellite (the FC), we use a discrete symmetric
channel model with the error probability e. Specifically, each
input symbol is received correctly with probability 1−e, and
erroneously (to any other symbols) with probability e

N−1 , with
N denoting the number of clusters. The variable parameters
are N (number of output clusters of the encoder/quantizer), λ
(trade-off in loss (11)), σ2

n (noise variance of access channel),
τ (temperature to control the smoothness of the softmax (12))
and e (FC error probability), respectively. Deep FAVIB is only
trained once for each parameter set, where a maximum of
50000 training epochs are conducted, using a batch size of
10000 and M=1e6 samples. We make use of Early Stopping
to save the weights with the lowest training loss. We use the
Adam optimizer [36] with a learning rate of 10−5. The number
of neurons and layers have been provided in Table I. We use
NNs with of-the-shelf Feed-Forward structures with 3 layers
and the Rectified Linear Unit (ReLu) activation functions.
The output layer of the NN-Encoder uses a linear activation
function to construct the log-probabilities log(π). For the NN-
Decoder the output layer uses a softmax activation function to
distinguish the transmit symbols in X . Training is conducted
for each parameter set once. For testing, the weights are loaded
and used for inference without retraining. Please note that we
need to perform a training for each parameter set we want to
test and hence computational complexity of DEEP FAVIB will
not be an issue for deployment.
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A. Temperature τ

Since the temperature τ is an important hyper-parameter
for Deep FAVIB, first we investigate its effect on the obtained
performance for different number of output clusters N and
forward error probabilities e. In Fig. 4 we show the relevant
information I(x; t) versus τ , when varying both N and e, for a
fixed access noise variance, namely, σ2

n =0.4. Further, we set
λ=0.01, i.e., we fully focus on the information preservation.

From Fig. 4, it is observed that, for e=0.1 and N=2, the
obtained relevant information fluctuates over τ . By increasing
N , it is seen that the overall performance behaves in a more
stable fashion w.r.t. τ . Specifically, it is observed that for
N =4 and N =8, the obtained relevant information shows a
decreasing trend, when increasing the temperature τ . Focusing
on the depicted results for a higher forward error probability,
namely, e = 0.3, it is observed that, for N = 2, contrary to
the previous case, the obtained performance remains steady
throughout the whole range of τ . For N=4, it is seen that the
relevant information shows an increasing trend up to τ=0.75
and flattens afterwards. Contrarily, for N = 8, a decreasing
trend is observed in the obtained performance by increasing
the temperature τ . As the main takeaway, one shall realize that
the temperature τ has to be chosen quite carefully depending
on the scenario, since the overall performance of Deep FAVIB
heavily depends on it. So, for the other performance plots, we
always select the best τ (which, most often, is τ=0.1).

B. End-to-End Transmission Rate vs. Number of Clusters

As the second numerical investigation, in Fig. 5, we present
the relevant information / end-to-end transmission rate I(x; t)
when varying the (allowed) number of output clusters N , for
various forward error probabilities e. For the benchmark, we
also plot the SotA FAVIB results. Here again, we fix the access
noise variance to σ2

n =0.4 and by choosing λ=0.01, we fully
focus on the information preservation.

From Fig. 5, it is observed that, expectedly, the performance
improves through loosening the compression bottleneck or, in
other words, by increasing the number of output clusters N .
Furthermore, it is directly observed that by degrading the FC
quality or, in other words, by increasing the forward error
probability e, the end-to-end transmission rate decreases. This
is again expected, as the end-to-end transmission rate is upper-
bounded by the capacity of forward channel. Important to note
is the fact that, while Deep FAVIB runs only on samples of
input signals instead of requiring the full statistical knowledge,
its performance comes on par with FAVIB, regardless of the
chosen parameter set.

C. End-to-End Transmission Rate vs. Access Noise Variance

As the final numerical investigation, in Fig. 6, we present
the relevant information / end-to-end transmission rate I(x; t)
when varying the access channel noise variances σ2

n . Since the
transmit power is fixed, this directly translates into varying the
Signal-to-Noise Ratio (SNR). Here as well, we set the trade-
off parameter to λ=0.01 (fully concentrating on information
preservation). Moreover, we fix the number of output clusters
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Fig. 5. Relevant information I(x; t) versus allowed number of output clusters
N for different error probabilities e of FC, with σ2

n =0.4 and λ=0.01.
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Fig. 6. Relevant information I(x; t) versus SNR in dB of AWGN access
channel for different error probabilities e, with λ=0.01 and N=32 clusters.

to N=32 and consider three different forward error probabil-
ities, namely, e=0.2, 0.3, 0.4.

From Fig. 6, it is observed that, the lower the SNR gets, the
lower the end-to-end transmission rate becomes. This again is
an expected behavior, because the worse the access channel
conditions become, the less information can be transported
through the system, noting that the end-to-end transmission
rate is also upper-bounded by the capacity of access channel.
Totally aligned with the previous results, the same holds true
for the forward channel. More specifically, the larger the
forward error probability, the lower the obtainable end-to-end
transmission rate becomes. Here again, it is clearly observed
that Deep FAVIB performs (almost) on par with FAVIB over
the entire range of model parameters. This vividly shows the
promising performance of Deep FAVIB. Explicitly, a single
training round for Deep FAVIB (per parameter set) is sufficient
to yield the best result out of 100 reruns of the SotA FAVIB.

As the main takeaway, from the presented results in this
section, it is immediately inferred that the Deep FAVIB can be
deployed as a promising alternative to conventional (iterative)
algorithms, specially, in scenarios where the joint statistics of
input signals are not available (or easy to estimate).
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V. SUMMARY

In this paper, we focused on a two-hop NTN transmission
scenario in which a UE is connected to a satellite transponder
through an on-ground relay node. For efficient transmission,
this node should perform data compression, before forwarding
its signal to the satellite over an error-prone and rate-limited
channel. The impacts of this imperfect forwarding should be
integrated in the design of the compression scheme. To address
the introduced design problem based on a finite sample set of
input variables, we presented a deep learning-based approach,
the Deep FAVIB, as the counterpart of SotA FAVIB algorithm
[21]. Deep FAVIB, as a latent variable model, extends the well-
known concepts of Variation Auto-Encoders (VAEs) [22] and
Deep Variational Information Bottleneck [18] from (indirect)
source coding to the context of joint source-channel coding.
By several numerical results, we corroborated the effectiveness
of this sample-based algorithm and highlighted its potential as
an alternative to the conventional approaches. Promising for
future work are applications where the joint statistics of input
signals are not available or easy to estimate.
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