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ABSTRACT

Several high-rate space-time codes combining spatial multi-
plexing with transmit diversity have been proposed in recent
years. They are usually optimized for uncoded transmission
with maximum likelihood detection at the receiver. In this pa-
per, also suboptimal receiver structures and the combination
with channel coding are investigated.

1. INTRODUCTION

The performance of wireless communication systems can be
significantly improved by using multiple transmit and receive
antennas. Layered architectures like V-BLAST [1] are a prac-
tical way to reach unprecedented data rates in rich scattering
environments that are typical for indoor scenarios. On the
other hand, spatial diversity can be exploited using space-time
block codes (STBC) in order to mitigate the adverse effects
of fading [2]. A heuristic combination of these two concepts
termed multistratum space-time (MSST) codes was proposed
in [3] and extended to quasi-orthogonal space-time codes in
[4]. The linear dispersion codes in [5] provide a more general
framework, but require a numerical optimization of the code-
word matrices for any given data rate. Recently, code designs
based on number theory have attracted a great deal of atten-
tion, although the main concepts already appeared in [6]. Di-
agonal algebraic space-time (DAST) codes [7] achieve full di-
versity by multiplying a vector of QAM information symbols
with an appropriate rotation matrix. The extension to multi-
ple layers is known as threaded algebraic space-time (TAST)
coding [8]. Here, each layer is multiplied by a unique com-
plex number in order to maintain full diversity. The (layered)
complex field coding from [9] and [10] is equivalent to DAST
and TAST codes, respectively.

Most publications on high-rate space-time codes deal with
uncoded transmission with maximum likelihood (ML) detec-
tion at the receiver. However, even with efficient search al-
gorithms the computational complexity may be very high due
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to the large number of symbols that have to be jointly de-
tected. This is especially true if additionally channel coding
is employed, as soft estimates for the code bits are required.
Hence, in this paper we study the performance degradation
when using different kinds of suboptimal interference cancel-
lation receivers. It will be shown that a layer-wise encoding
of the data, which can not exploit transmit diversity in com-
bination with V-BLAST, turns out to be beneficial for other
space-time coding schemes.

After a brief description of the system model in the fol-
lowing section, the considered space-time coding schemes
and detection algorithms will be explained in Sections 2 and
4, respectively. Simulation results are provided in Section 5,
and concluding remarks can be found in Section 6.

2. SYSTEM MODEL

Consider the system model sketched in Fig. 1. The first block
includes the optional channel encoding of the information bits
b followed by bit-wise interleaving. The resulting code bits
c are mapped onto QAM symbolsd which are subsequently
fed to the space-time encoder. We assume uncorrelated and
quasi-static flat Rayleigh fading, so theNR × NT equiva-
lent baseband channel matrixH contains independent com-
plex Gaussian entries and remains constant during the trans-
mission of one frame. The receive vector at timek is given
by

y[k] = Hx[k] + n[k] , (1)

wherex[k] contains the corresponding transmit signals and
n[k] represents white Gaussian noise. The detector finally
yields estimateŝb of the information bits based on all obser-
vationsy. In the following sections, the individual compo-
nents of the system model will be described in more detail.
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Fig. 1. Illustration of the general system model.



3. HIGH-RATE SPACE-TIME CODES

In general, a space-time encoder mapsKST information sym-
bols ontoNST consecutive transmit vectors. We are mainly
interested in linear codes that are able to achieve the maxi-
mum possible rate ofKST /NST = min{NT , NR} symbols
per channel use. In this section, some codes known from the
literature are reviewed.

3.1. BLAST

The Bell Labs layered space-time architectures (BLAST) rep-
resent a very simple way to realize high data rates using multi-
ple antenna systems [1,11]. The QAM symbolsd are just de-
multiplexed intoNL = NT parallel layers and directly trans-
mitted without any further processing, henceNT symbols
are transmitted per channel use. For uncoded transmission,
BLAST can not take advantage of transmit diversity. The
same holds if the layers are encoded individually as depicted
in Fig. 2, which will turn out to be beneficial for successive
detection schemes (cf. Section 4). In both cases, the weakest
layer will dominate the overall error rate. This can be avoided
by applying an outer channel code instead that spreads the
information bits across all transmit antennas. It was demon-
strated in [12] that such an approach has the potential to per-
form close to the capacity limits for ergodic channels.
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Fig. 2. Outer code (left) and layer-wise encoding (right).

3.2. Multistratum Space-Time Codes

While receive diversity can easily be obtained by maximum
ratio combining, appropriate space-time coding is required in
order to achieve also transmit diversity. Orthogonal space-
time block codes [13] are especially attractive as the infor-
mation symbols do not interfere, which results in a very low
decoding complexity. A simple example is the well-known
Alamouti scheme [2] forNT = 2 transmit antennas

X =
(

x[1] x[2]
)

=

(

d1 −d∗2
d2 d∗1

)

, (2)

whereKST /NST = 1 symbol is transmitted per channel use.
However, for more than two transmit antennas there exists no
linear orthogonal space-time block code with rate one. The
transmission of one symbol per channel use forNT > 2 is
only possible if either the linearity or the orthogonality con-
straint is dropped. In [14], the following quasi-orthogonal

space-time code with full diversity

X =
(

x[1] x[2] x[3] x[4]
)

=









d1 −d∗2 −d̃∗3 d̃4

d2 d∗1 −d̃∗4 −d̃3

d̃3 −d̃∗4 d∗1 −d2

d̃4 d̃∗3 d∗2 d1









(3)

was proposed, wherẽdi = ejπ/4di are rotated versions of the
actual information symbols. Comparing (3) with (2) we see
that the quasi-orthogonal code follows from a recursive ap-
plication of the Alamouti scheme. Due to this structure,d1

only interferes withd̃4 andd2 with d̃3, respectively. There-
fore, a maximum likelihood detector can estimate these two
symbol pairs independently, so the complexity is smaller than
for general non-orthogonal schemes.
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Fig. 3. Multistratum space-time codes.

The multistratum space-time codes proposed in [3] com-
bine (quasi-)orthogonal space-time codes with the multi-layer
concept of BLAST, aiming at high rate and transmit diversity
at the same time. As shown in Fig. 3, all layers are first en-
coded with the same space-time block code and subsequently
superimposed by the Hadamard transform. This results in the
transmit vectors

x[k] =

NL
∑

l=1

Hk,l xl[k] , (4)

whereHk,l denotes the element at rowk and columnl of an
NST × NST Hadamard matrix. With the Alamouti scheme
from (2) andNL = 2 layers, we get

X =
(

+x1[1] + x2[1] +x1[2] − x2[2]
)

=

(

d1 + d3 −d∗2 + d∗4
d2 + d4 d∗1 − d∗3

)

. (5)

A multistratum code forNT = 4 transmit antennas with up
to four layers can be constructed in a similar fashion from the
quasi-orthogonal code in (3).

Although each layer enjoys full diversity, this is not nec-
essarily true for the whole code. E.g., the determinant of
(5) vanishes wheneverd1 = ±d3 and d2 = ±d4. This
may be avoided by proper constellation rotations as for the
quasi-orthogonal design or more sophisticated superposition
of the layers. However, we did not try to optimize the existing
codes.



In contrast to BLAST, multistratum space-time codes can
also be applied in MIMO systems with less receive than trans-
mit antennas, as layers can be switched off without transmis-
sion breaks. This enables a flexible trade-off between data
rate and decoding complexity. The special caseNL = 1 cor-
responds to ordinary space-time block coding.

3.3. Threaded Algebraic Space-Time Codes

The basic concept of threaded algebraic space-time codes is
quite similar to that of multistratum codes. Instead of using
a space-time block code, theNT symbolsdl of thel-th layer
are multiplied with a layer-specific unitary precoding matrix

xl = Θl dl = φl−1 Θdl , 1 ≤ l ≤ NL . (6)

Afterwards, the elements of the vectorsxl are mapped onto
the transmit antennas atNST = NT successive time slots in
a cyclic manner according to

xl[k] = x[l−k]NT
,k (7)

with the shorthand notation[l−k]NT
= (l−k) mod NT +1.

ForNT = 4, this results in the transmit matrix

X =









x1,1 x4,2 x3,3 x2,4

x2,1 x1,2 x4,3 x3,4

x3,1 x2,2 x1,3 x4,4

x4,1 x3,2 x2,3 x1,4









. (8)

If the matrixΘ is chosen such that the superposition of
theM -QAM symbols indl leads toMNT different constel-
lation points, it is possible to estimate the whole vectordl

from a single transmit symbolxl,k. Hence, as for orthogonal
space-time block codes, it suffices if at least one of the trans-
mit antennas is not in a deep fade. This property was termed
signal space diversity in [15], where the real-valued rotation
matrix forNT = 2

Θ =
1

√

1 + n2
g

(

1 −ng

ng 1

)

(9)

with the Golden numberng = (1 +
√

5)/2 was found by
maximizing the coding gain. An alternative complex rotation

Θ =

(

1 θ
1 −θ

)

, θ = ejπ/4 (10)
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Fig. 4. Threaded algebraic space-time codes.

was derived in [16] using tools from number theory. The re-
sulting transmit constellations for 4-QAM andNT = 2 are
shown in Fig. 5. It can be observed that a symbol pairdl is
mapped onto a vectorxl, where each entry is taken from a
constellation with16 points.
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Fig. 5. Original 4-QAM constellations and transmit symbols
for the optimal real (left) and complex (right) rotation.

For four transmit antennas, we restrict to the complex ro-
tation matrix from [16]

Θ =









1 θ θ2 θ3

1 −jθ −θ2 jθ3

1 −θ θ2 −θ3

1 jθ −θ2 −jθ3









, θ = ejπ/8 . (11)

Note that (10) and (11) can be generalized to

Θ = FNT
diag{1, θ, . . . , θNT −1} , θ = ejπ/(2NT ) (12)

with theNT -point discrete Fourier transform matrixFNT
if

the number of transmit antennas is a power of two [9].
Different layers are separated by the complex factorφ in

(6). It must be chosen such that full diversity is maintained
for the total code. We will useφ = ejπ/4 for the real matrix
(9), which results in a code that is equivalent to the Golden
code [17], andφ = ejπ/(6NT ) for the complex rotations [8].

4. DETECTION ALGORITHMS

After the description of the transmit schemes, we now turn to
the receiver. Let us indicate complex quantities by an under-
line for the moment. Some of the discussed space-time codes
require a complex conjugation, which is not a linear opera-
tion. However, by splitting the QAM symbolsd = dℜ + jdℑ

up into their real and imaginary part we can write

d =
(

1 j
)

(

dℜ

dℑ

)

, d∗ =
(

1 −j
)

(

dℜ

dℑ

)

. (13)

Thus, with the definition of the vector

d =
(

dℜ1 dℑ1 · · · dℜKST
dℑKST

)T
(14)

that containsK ′
ST = 2KST real-valued ASK symbols for

a certain space-time codeword and stacking the columns of



X on top of each other, every linear space-time code can be
described by a generator matrixG of sizeNST NT × K ′

ST

x =
(

xT [1] · · · xT [NST ]
)T

= G d . (15)

Let us consider the Alamouti scheme as an example. Com-
paring (2) with (15) and (14), we can easily determine the
generator matrix

G =

(

G[1]
G[2]

)

=









1 j 0 0
0 0 1 j
0 0 −1 j
1 −j 0 0









, (16)

where the implicitly defined submatricesG[k] characterize
thek-th transmit vector of one codeword. With the Kronecker
product⊗, the corresponding vector of observations at the
receiver is given by

y =
(

yT [1] · · · yT [NST ]
)T

=(INST
⊗ H)x + n = (INST

⊗ H)G d + n

=A d + n . (17)

In (17), theNST NR × K ′
ST system matrixA summarizing

the joint effects of space-time coding and channel was intro-
duced. As the symbols ind are real, we can also partition all
complex matrices and vectors in (17) into their real and imag-
inary parts similar to (14) and finally arrive at the completely
real-valued linear system model

y =
(

yℜ
1 [1] yℑ

1 [1] · · · yℜ
NR

[NST ] yℑ
NR

[NST ]
)T

=Ad + n . (18)

which will be used subsequently. Without loss of generality,
we may letσ2

d = σ2
n = 1/2, so that the signal to noise ratio

per receive antenna becomes SNR= K ′
ST σ2

a.
The structure of the system matrixA is illustrated in Fig. 6

for two transmit and receive antennas. After matched filter-
ing with AT , the ASK symbols ind transmitted by the Alam-
outi scheme duringNST = 2 time slots are received with the
same power and do not interfere, which is just opposite for
BLAST. By construction, the multistratum code (5), where
each codeword contains 8 real-valued information symbols,
is also partly orthogonal, while the TAST code based on the
real rotation (9) is again rather unstructured.

Alamouti BLAST MSST TAST

Fig. 6. Illustration ofATA for different space-time codes.

4.1. Sphere Detection

The optimum detector looks for the vectord̂ that has been
transmitted with highest probability for given observationsy.
With equiprobable information symbols, this corresponds to
the maximum likelihood criterion

d̂ = argmax
d′

p(y|d) = argmin
d′

‖y − Ad′‖2 . (19)

For the brute force approach,MKST Euclidean distances have
to be evaluated. This complexity can be significantly reduced
by using a sphere detector [4]. Introducing the QL decompo-
sition of the system matrixA = QL, whereQ has orthogo-
nal columns of unit norm andL is lower triangular, it can be
shown that minimizing

‖z − Ld′‖2 =

K′

ST
∑

k=1

∣

∣

∣zk −
k
∑

m=1

lkm d′m

∣

∣

∣

2

(20)

with z = QT y is equivalent to (19). In contrast to the origi-
nal criterion, the sum in (20) can be calculated recursively

∆k = ∆k−1 +
∣

∣

∣zk −
k
∑

m=1

lkm d′m

∣

∣

∣

2

with ∆0 = 0 . (21)

Now, for fixedd′1, . . . , d
′
k−1, the second term in (21) is min-

imized overd′k. Whenever the partial sum∆k exceeds the
squared radius̺2, a new hypothesis will be tested ford′k−1. If
for some vectord′ there is∆K′

ST
< ̺2, we have found a new

improved estimate and the search radius can be decreased.
For coded transmission, it is advisable to make use of reli-

ability information. The a-posteriori probability (APP) of the
l-th code bit can be determined according to

L(cl|y) = ln

∑

d′∈D0

l
e−‖y−Ad′‖2/2σ2

n−LT
Ac′

∑

d′∈D1

l
e−‖y−Ad′‖2/2σ2

n−LT
A
c′

, (22)

where the setDξ
l contains all vectorsd for which cl = ξ,

and LA is a-priori information about the code bitsc′ cor-
responding tod′ that may stem from the channel decoder
in an iterative receiver. Here, only the extrinsic information
LE(cl) = L(cl|y) − LA(cl) is exchanged.

In order to reduce the computational effort, the max-APP
approximation considers only the largest term in each sum of
(22), thus avoiding the calculation of exponentials and loga-
rithms. Furthermore, the sphere detector can be used to limit
the setsDξ

l to those vectors with small Euclidean distance
‖y − Ad‖2 < ̺2. The choice of the radius̺ is a critical
task, as it should be large enough to ensure that for each bitcl

both hypotheses 0 and 1 are taken into account. In contrast to
the uncoded case where a hard decision suffices, it can not be
reduced after a new point is found inside the sphere. There-
fore, even approximate APP detection becomes impractical
for largeKST .



4.2. Successive Interference Cancellation

For each layer, interference caused by already detected lay-
ers is subtracted from the receive signal, while the remaining
interference is suppressed by a linear filter. Withz = QTy

from the previous section and assuming correct hard decisions
d̂m = dm, this leads to

d̃k = zk −
k−1
∑

m=1

lkm d̂m = lkk dk + ñk . (23)

The performance can be significantly improved if an MMSE
filter is used for interference suppression. Furthermore, the
order of detection can be optimized by exchanging elements
of d and the corresponding columns of the system matrixA

such that the signal to interference and noise ratio (SINR) is
maximized in each detection step. To this end,Q andL just
have to be replaced bỹQ andL̃ obtained from the QL decom-
position of the extended system matrix [18]

(

AΠ
σn

σd
I

)

=

(

Q̃
σn

σd
L̃−1

)

L̃ (24)

with the permutation matrixΠ. In order to reduce the risk of
error propagation, the channel decoding should be integrated
into the interference cancellation. However, this is only pos-
sible if the layers are encoded individually.

Fig.7 shows the outage capacities per layer for BLAST
and the multistratum code based on (3). Note that in the latter
case there areN ′

L = 2NL = 8 sub-layers consisting of four
real-valued symbols each due to the quasi-orthogonality of
the constituent space-time code. It can be observed that sort-
ing is crucial for BLAST, although then the data rates must
be chosen according to the weakest layer. This is different
for the multistratum code, where an adaptive rate allocation is
much more important.
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Fig. 7. Layer-wise10% outage capacities forNT = NR = 4.

4.3. Iterative Interference Cancellation

Assume that in an iterative receiver the channel decoder feeds
back a-priori informationLA,k about the code bits of the ASK

symboldk. UsingPr(dk = d′k |LA,k) ∝ e−LT
A,kc′

k , the con-
ditional mean

d̄k = E {dk |LA,k} =
∑

d′

k
∈D

d′k · Pr(dk = d′k |LA,k) (25)

as well as the error variance

σ2
e,k =E

{

|dk − d̄k|2 |LA,k

}

=
∑

d′

k
∈D

|d′k|2 · Pr(dk = d′k |LA,k) − |d̄k|2 (26)

can be obtained. With̄n = y − Ad̄, the receive vector after
soft interference cancellation for thek-th symbol is given by

ȳk = y −
∑

m 6=k

amd̄m = akd̄k + n̄ . (27)

The corresponding MMSE filter can be determined from the
covariance matrix of̄n

wk = (AΦeA
T + σ2

nI)−1ak , (28)

where the diagonal matrixΦe contains the residual error vari-
ances from (26) for allK ′

ST symbols. Applying this to (27)
results in the unbiased estimate

d̃k =
wT

k ỹk

wT
k ak

= dk + ñk (29)

of dk. It can easily be verified that the effective noiseñk in
(29) has varianceσ2

ñ,k = (wT
k ak)−1 − σ2

e,k. The a-posteriori
information for the code bits is then calculated similar to (22),
but symbol-wise, i.e. onlyd′k is considered in the sums and
not the whole vectord′. Hence, the complexity is not expo-
nential inK ′

ST anymore.
Without a-priori information, (28) corresponds to a con-

ventional MMSE filter, but with increasing reliability of the
code bit estimates, linear interference suppression is more
and more replaced by interference cancellation. In [19], it
was suggested to use the complete a-posteriori information
from the decoder in (25) and (26), while the soft demapping
should still restrict to the extrinsic one. There, the described
iterative detector was applied to multistratum codes in com-
bination with an outer channel code, so (29) has to be calcu-
lated for all layers in parallel before channel decoding canbe
performed. However, in contrast to BLAST, a layer-wise en-
coding does not incur a performance loss for these space-time
coding schemes. The big advantage of this approach is that
a-priori information can be exploited immediately once a sin-
gle layer has been decoded. Thus, it is preferable to detect the
layers successively. Note that in this case the inverse in (28)
can be updated efficiently using the matrix inversion lemma,
so the complexity per iteration is comparable to parallel inter-
ference cancellation.
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5. SIMULATION RESULTS

In this section, the different space-time codes and receiver
architectures are compared by means of Monte-Carlo simula-
tions. The bit or frame error rates (BER / FER) are plotted
versus

Eb

N0
=

NST NR SNR
KST log2(M)Rc

, (30)

whereEb is the total received energy per bit, andN0 the one-
sided spectral power density of the noise.

Let us start with uncoded transmission. Fig. 8 shows the
performance of the considered space-time mappings for two
transmit antennas and optimal maximum likelihood detection.
The dashed lines correspond to transmitting only one layer.
The orthogonal Alamouti scheme is superior to the two di-
agonal algebraic space-time codes (DAST) based on either
the real or complex rotation matrices from (9) and (10). For
R = 4 bps/Hz and high SNR, it is only outperformed by the
TAST code using the real-valued precoder. As already men-
tioned in Section 3.2, the multistratum code does not achieve
full diversity and only shows a coding gain when compared
to BLAST. At higher data rate, the advantage of multi-layer
transmission becomes obvious.

With four transmit and receive antennas, the MSST and
TAST codes behave quite similar in Fig. 9 and much better
than BLAST. Note that the partly orthogonal structure of the
MSST code (cf. Fig 6) can be exploited to reduce the de-
coding complexity, which is not possible for the TAST code.
Single-layer transmission is not appropriate here, because for
R = 8 bps/Hz this already requires a 256-QAM.

In Fig. 10, the successive interference cancellation with
MMSE filtering based on the QL decomposition of the ex-
tended system matrix from Section 4.2 is investigated. The
importance of optimizing the detection order for BLAST is
clearly visible. From Fig. 7 we already concluded that this
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Fig. 9. BER for uncoded transmission with ML detection,
rateR = 8 (thick) andR = 16 (thin),NT = NR = 4.
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Fig. 10. BER for uncoded transmission with SIC detection,
BLAST (thick) and MSST code with various rate allocations
(thin),R = 8, NT = NR = 4.

does not hold for MSST codes. Thus, the rate allocation is op-
timized instead. With 4-QAM onNL = 4 layers, the perfor-
mance is only slightly better than unsorted BLAST detection.
However, switching off two of the layers and using 16-QAM
on the remaining ones is better than BLAST with ordered SIC
and comes close to the maximum likelihood curve at suffi-
ciently high SNR. With layer-wise channel coding, the data
rates can be adjusted in much smaller steps, e.g. by punctur-
ing a rateRc = 1/2 code. Furthermore, powerful turbo or
LDPC codes may be employed, which is usually not a good
choice for iterative receivers. Note that statistical rateallo-
cation works best if the layer capacities vary only little with
the current channel realization. To this end, other sourcesof
diversity like that provided by a frequency-selective channel
may be additionally exploited.



0 5 10 15 20
10

−2

10
−1

10
0

BLAST
MSST
TAST
Iteration 2
Iteration 3
Reference
APP

Eb/N0 in dB

F
E

R
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We now turn to coded transmission with iterative interfer-
ence cancellation. A frame consists ofNb = 800 information
bits, and a simple convolutional code with rateRc = 1/2 and
constraint lengthLc = 3 is used as an outer code. Fig. 11
depicts the frame error rates achieved by the parallel interfer-
ence cancellation from [19]. It can be observed that BLAST
converges faster than the other two space-time codes in the
first iterations, but the reference curve for perfectly cancelled
interference is slightly worse since the channel code is not
able to fully exploit the transmit diversity. After the second
iteration this simple linear receiver is already better than non-
iterative APP detection, which was only applied for BLAST;
for the other schemes containingK ′

ST = 32 different 4-ASK
symbols per codeword, even the approximate list sphere de-
tector has an impractical computational complexity.
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Fig. 12. FER for convolutionally coded transmission with
iterative SIC detection,R = 8, NT = NR = 4.

The results for our proposed successive interference can-
cellation is illustrated in Fig. 12. Channel coding is applied
per sub-layer consisting of non-interferingASK symbols. Con-
sequently, there areN ′

L = 4, 8, or 16 individually encoded
data streams for BLAST, MMST, and TAST codes, respec-
tively. BLAST can not make use of transmit diversity any-
more, so the performance is degraded significantly. However,
the other more sophisticated space-time codes highly ben-
efit from the layer-wise encoding. After two iterations the
successive interference cancellation is better than the parallel
one after three, where the interference-free case is now nearly
reached. Due to the partial orthogonality, the MSST code is
again preferable.
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Fig. 13. Comparison of exact MMSE filter and an average
one for MSST code,R = 8, NT = NR = 4.

Up to now, the MMSE filters were determined according
to (28) for each of theNb/(R NST ) = 25 different space-
time codewords per frame. Fig. 13 demonstrates that the
degradation when using only one filter per layer and itera-
tion based on the average error variancesσ̄2

e,k is rather small
and can easily be made up for by some additional iterations.
However, for fast fading or, equivalently, frequency-selective
channels in a MIMO-OFDM system this simplification is not
possible anymore.

6. CONCLUSION

In this paper, different space-time coding schemes for high-
rate transmission have been reviewed. It was shown that mul-
tistratum codes do not necessarily achieve the full degree of
transmit diversity. Nevertheless, for uncoded transmission
with four transmit antennas they are much better than BLAST
and come close to threaded space-time codes while exhibiting
a partially orthogonal structure. Furthermore, layers canbe
easily switched off, which does not only allow for the appli-
cation in systems with less receive than transmit antennas,but



also improves the performance of simple successive interfer-
ence cancellation with linear interference suppression, where
in contrast to V-BLAST a proper rate allocation is more im-
portant for MSST codes than sorting. For iterative detection
algorithms exploiting a-priori information from the channel
decoder, it was demonstrated that much better convergence
properties can be obtained if coding is applied per layer in-
stead of using an outer code; the interference was almost com-
pletely removed after only three iterations. However, in this
case BLAST can not take advantage of transmit diversity.

An interesting field for future research is the gain of high-
rate space-time codes in MIMO-OFDM systems with multi-
ple users, where some kind of channel knowledge at the base
station can be used for scheduling or even precoding.
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