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Abstract —We propose a “turbo” coding scheme for the are described in Section Ill. Finally, some simulation results
multiple-input multiple-output (MIMO) Rayleigh fading  are given in Section IV, and our main conclusions are summa-
channel consisting of the serially concatenation of a block rized in Section V.
code as the outer code and different orthogonal space-time
block codes (STBC) for more than two transmit antennas
as the inner code. Here, we consider the orthogonal STBC
as a mapping scheme in space and time. At the receiver,
we apply iterative space-time detection and decoding. We

[l. SYSTEM MODEL
We consider a system withy > 3 transmit andnpy recei-
ve antennas. We serially combine a STBC for different si-
zes of transmit antennas with a channel block code, namely
analyze the impact of different mapping strategies on the an extended BCH(8’4) c_ode to. achieve low probability of_er—
ror for small signal-to-noise-ratios (SNR). After the encoding

information transfer of the soft-input-soft-output (SISO) interleaving step th&;, coded bits in the bit sequence
space-time detector. Moreover, we analytically show that {c cr, }, whereF;, denotes the frame length, are map
1y CFL I ’ -

ag;mlon;:)pzr:?rma?ce gains otvetr G'ray lr:naf)hplng can be ped onto symbols € C from a given constellatio, e.g.
obtained by ditterent mapping strategies. urthermore, We -, » pow e functions = f(c) describes the mapping of

e X 1 ~ o (M) consecuive i contind n e veckcano
vior of the system one constellat!on symbal The symbol$ are then space-tlmg
' coded according to the x ny space-time generator matrix
|. INTRODUCTION Gny OF H,,,.. In this work, we consider the performance of the

In recent years, the goal of providing high speed wireless gpace-time block codes with the generator matrigesis, 73
ta services has generated a great amount of interest among{i/ 1+ from [9]. The code raté? is given byR = ¢/p, where
research community. Recent information theoretic results ha/#$ the number of different symbols apds the number of ti-
demonstrated that the capacity of the channel in the preseft&Samples. Therefore, the code ratélgfandH, is I = 3/4
of Rayleigh fading improves significantly by using multiplé2nd the code rate &f; andd is R = 1/2. Our system model
transmit and receive antennas [1], [2], [3]. More recently, t& defined by -
authorsin [4], [5], [6] p_roposed to use a pqwerful chanrjel codg r{ _ Z hijsi+ n{ 7 (1)
(e.g. turbo codes [7]) in concatenation with a space-time uni- =
tary matrix differential modulation code or orthogonal space- .
time block codes (STBC) [8], [9] in order to achieve Signiwhereri is the received signal at timeand receive antenna
ficant coding gains. Space-time block codes from Orthogopﬁéﬂs the transmitted signal from a given constellation at time
design provide the maximum possible diversity gain for a MRNd transmit antenna h; ; is the complex flat fading channel
MO channel, but no coding gain. path g_ain from transmit antenriato receive antenng and
In this work, we consider the application of channel codd@€ noisen

is a complex Gaussian random variable at time
as the outer code together with different orthogonal space-tiffad receive antenna The real and imaginary parts of are

block codes for more than two transmit antennas as the inféjePendent and Gaussiaf(0, »+/(2sxr)) distributed.
code in order to improve the performance of the uncoded sy- | 'roughout the paper, we assume that the channel path

stem, and in order to achieve the capacity promised by #ains are i.i.d. (identically indept_andgnt distri.buted) and that
information theoretic results. Decoding at the receiver is doRHCCESSive blocks of channel realizations are independent. The
in an iterative manner between the SISO space-time dete@fFCt Of spatial correlation among antennas on the performan-
and the SISO channel decoder. We consider different mappffig©f SPace-time codes is studied in [11]. We further assume
strategies and analytically show that it is possible to improy%at perfect channel state information (CSlI) is available at the
the performance by employing other mapping schemes tH§Geiver and that the transmitter has no CSI. The real and ima-
Gray mapping. In addition to this, we analyze the space-tiff1ary parts of the channel gains are independent and Gaus-
detection and decoding components with extrinsic informafian distributed random variables wit(0,1/2) per dimensi-

on transfer (EXIT) charts. EXIT charts have been propos@f: The average energy of the symbols transmitted from each
in [10] as a quasi-analytical tool for predicting the conve@nténna is denoted ds, so that the average power of the re-

gence behavior and the performance of concatenated codifilyed Signal at each antennaiis’; and the signal-to-noise-
systems. ratio is E5 /No.

The remainder is organized as follows: In Section I, we [1l. 1 TERATIVE DETECTION AND DECODING
introduce the system model, establish notation and briefly i&g. 1 shows the structure of the receiver which consists of
view the STBC scheme. The SISO receiver with the detectihgo stages: the Space-Time Detector (STD) described in the
and decoding components as well as analytical consideratiéoifowing subsection B, and a Maximum A Posteriori (MAP)



Decoder [12]. The two stages are separated by deinterleavers 8PSK Mappings constellation
and interleavers. The receiver works as follows: In the firstiteGray | natural | “d21” | “d23” | antiGray| position
ration, the switch in Fig. 1 is in positioty assuming equally | 000 000 000 000 000 1

likely bits, the resultinga priori information 4 s7p is zero. 001 001 011 011 111 2

Now, the Space-Time Detector has to compute the extrinsicin011 010 101 101 001 3
formationA\g s7p only from the observations of the channel 010 011 110 110 110 4
output. The extrinsic informatiohg sp is deinterleaved and| 110 [ 100 111 | 001 011 5

fed into the MAP decoder a& priori information A 4 arap. 111 101 001 010 100 6
Based on this priori information and the trellis representati{ 101 110 010 100 010 7

on of the channel code [13], the MAP-Decoder computes the oo 111 100 111 101 8

extrinsic informatiomM g pr 4 p. After interleaving, this extrin-
sic informationA z 7.4 p is fed back to the STD ees priori in-
formation\ 4 s7p for the following iterations. After the first
iteration, the switch in Fig. 1 is in positidh

TABLE 1
f(c) FOR5 DIFFERENT MAPPINGS WITH8PSK

1 2 AEmap : 3
- N -— os
101 x4 1x
)\A,STD ’
8
x5 x
SISO -1 | SISO channel
' space=Time = T =" oder S
r Detector — S e
A E,STD A AMAP Fig. 2. 8PSK-constellation

Fig. 1. Model of the SISO receiver with SISO Space-Time Detector, SISO
channel decoder, interleaver and deinterleaver. Comparing the information transfer for different mappings
in Table 2, we see that for Gray mapping the difference bet-
weenl, andl is not as large as in the case of the other map-
noings. This means that increasiagriori knowledge has only
small impact on the information transfer of the detector for
In the following, we analyze the impact of different 8PSKGray mapping. Interestingly, this is not true for the other map-
mappings (comparable to the 8ASK mappings in [14]) on thEngs. Here, we observe an improved information transfer by
transfer characteristics of the detector for an AWGN chamcreasing thea priori knowledge. Additionally,l, is larger
nel. The extension to a Rayleigh fading channel is straightfarith Gray mapping in comparison to the other mappings. The-
ward. The mutual information between transmitted constellefore, we expect a better performance with Gray mapping in
tion symbols = f(c) and received AWGN channel output the case, where rpriori knowledge is available at the recei-
is given by (assuming that all constellation symbols are equwer.

A. Characterizing Different Mappings by Mutual Informatio

probable) SPSK 7
. L I = I(s;
M mappings I L I, 21 (s57)
I(sir) = - 3 / p(rls = s5,) Tog, PIE=50) 1 (o) Gray | 0.7805| 0.7819] 0.7830 2.345
M=) p(r) natural | 0.6369| 0.8265| 0.8819 2.345
“d21” 0.6321| 0.7736| 0.9395 2.345
with conditional probability density function (PDF) “d23” 0.5380| 0.8182| 0.9889 2.345
anti Gray | 0.4933| 0.8723| 0.9796 2.345
1 — sp/?
p(rls = sp) = —5 exp (—'T 28 | ) 3) TABLE 2
o g CONDITIONAL MUTUAL INFORMATION I, FOR DIFFERENT8PSK
M MAPPINGS AT E, /Nog = 6 dB
andp(r) = 3>, ;p(rls = s,), wherelog,(-) deno-

tes the base logarithm, M = 2™ ando? is the noise va- B. Space-Time Detector with Soft Outputs

riance. With the chain rule of mutual information it can be |n the following, we focus without loss of generality on the
shown that the mutual information can be decomposed iffigst » consecutive channel uses. The space-time detector at

I(s;7) = I(c;r) = I(ct,...,cmiT) = Y7y I, whereIr,  the receiver computes the log-likelihood ratios of the coded
is the average mutual information [14], whérbits are alrea- pijts {e}¥™, corresponding to the transmitted sequesce

dy known to the receiver. Note that conditioning (i.e. iI‘]CI’e{-S1 e Sq} from the received Sequen({el’ e rp}, where
asing a priori knowledge) increases the mutual informatiory;, — [rk, ... "], with

i.e.I;, > I;_;.InTable 1 we show the mapping functigiic)

for five different mappings, which we choose from all possible A S§+ Plry, ... rpls] - P[s] .
8PSK mappings. The constellation positions given in Table 1 stp(ck) = log S~ Plr,.. s Pl (4)

are depicted in Fig. 2 for illustration. iy



In (4), log(+) denotes the natural logarithi§;" = {s : s; = set of space-time symbols such that = 1 for any k with
f(ci), e, = 0} is the set of transmitted sequences such th@t— 1)m < k < 4m. This dramatically reduces the complexi-
¢, = 0andS™ = {s : s; = f(c;),cx = 1} is the set of ty of the SISO space-time detector.

transmitted sequences such that= 1. Since we have a suf-  The code bit probabilitie®[c,] in (7) can be expressed in
ficiently long pseudo-random bit interleaver, we may assurt@ms of theira priori information as

that the probabilitie®’[¢;] of the coded bitg; are independent.

T em ; . L -
Thus, we haveP[s| = [ [/} P[c]. After some manipulations Ple] = TTemases) forc, =1 @®
we obtain k 1 fore,=0
A ( ) 1+exp(—Aa,sTD) k=1
sTD(Ck) =
b nR| T |2 It is possible to simplify the computational complexity for
L X | X haast am A in (7), by using the following approximation
Z exp t=1j=1 027,:1 H P[Cl] STD ( )u y g gapp
seST =1
o ©) Astp(ex) =~ max log Plry,...,rpls;]P[s;]
2 p "R np 2 s;€8;
=Y X=X higsi m
T exp ==l s J ‘i_[ Plal — rréz‘lsxi log Plr1,...,rpls;]P[s:] . (9)
s€S- =1 e

o which we used in our simulations in the next section due to
holds. The probabilitie$’[c, = 0] and P[c, = 1] are present nymerical stability. In order to perform the soft decoding at
in every term of the summation in the numerator and denorgife next stage of the receiver (i.e. the MAP decoder), we re-
nator, respectively. Therefore, we can write (5) as gard these log-likelihoods as the observations from a BPSK
modulation over an additive white Gaussian noise channel as

A c) = . .
stp(Ck) o . described in [16].
T pd hi i
R R p IV. SIMULATION RESULTS
> exp 2 [T Plel : : e
ses+ =1, In this section, the simulation results of the proposed scheme
log L 7k and their interpretation are presented. Fig. 3 shows the extrin-
S-S hy s qm sic information transfer characteristics of the block code with
t=1j=1 i=1 .
S exp | — — 11 Ple] outer rateR,,; = 1/2 . Additionally, the curves of the space-
S— =1,
sE 12k .
extrinsic information\ g sTp ool
Ple, = 0] '
log —/——m . 6 L
+ og P[ck — 1] (6) 0.8

a priori information A 4 sTp

The log-likelihood ratioAgtp for ¢ is now decomposed into
two partSASTD = )\E,STD + )\A,STD: Where)\A7STD is the
a priori information obtained through the iterative decoding

0.4

process andz s is obtained from the observations of the 2 | # o Sﬁf’éfgy‘)mppmg

channel output. We can now apply this result to the space-time ~ fﬁé m:gg:gg

block codesjs,H3,G, andH,4. As an example, we do this for 021 — gray mapping
—o— natural mapping

Gs. Since the columns of the generator matrix of the space-
time block codejs are orthogonal to each other, we can de- 0 ‘ ‘ ‘ ‘

H H H 0 0.2 0.4 0.6 0.8 1
compose (6) into four_parts, where each part is only a functior Output A, . of the detector becomes input A, - to the decoder
of s; withi =1...4, given as

0.1

Output )\E,STD of det. becomes input )\AJ\M\P to dec.

E.MAP A,STD

Fig. 3.  SNR4dB, EXIT charts of outer rate?,,: = 1/2 decoder and
ASTD(Ck) = transfer characteristics of inner detecty. We choose the SNR value such

(i sa 2R 4] m that the “turbo-cliff"-region appears in the Figure.
S exp (Bl ) T Ple

si€S] i time detector foj; as the inner decoder for different mapping
log Fomss|24h]si 2| 2 strategies are depicted. Due to lack of space, we omit here the
Zf €xp (‘T) i1 Ple] curves forHs,G4 andH,. Different mappings result in trans-
$1€5; 1£k fer characteristics of different slopes. It is important to know
Pleg = 0] ) ‘ that for the EXIT chart predictions on code performance we
+log Pler =1] for (i —1)m <k <im. (7) assumed very large interleavers and a fast fading channel, in

which the channel is selected independently for each space-
The variablesh and 7,---,74 are given according to [15, time code matrix (i.e. channel is constant for oplghannel
p. 458].S;" = {s; : cx = 0} is the set of space-time sym-uses). However, in practice using large interleavers is not app-
bols such that, = 0 andS; = {s; : ¢4 = 1} is the licable. In our bit error rate simulations later on in this section



we use moderate interleaver sizes. Due to this both assuroptput increases after each iteration [13]. Hence, the improve-
tions the EXIT charts can be regarded only as asymptotic ment of the BER-performance diminishes after each iteration.
sults. Therefore, the “turbo-cliff”-region occurs not exactly aAs predicted in the EXIT-Charts, the BER-performance of the
the predicted SNR values. Note that the detector transfer cggay mapping is better than the BER-performance of the anti
racteristics are almost straight lines and that at low SNR valugrely mapping in the low SNR regime. In the high SNR regime,
increasing the SNR just shifts the curve up. Additionally, ndrowever, it is the other way around. Note that this performance
te that for high SNR values, the slope of the detector transf#ifference to gray mapping can further enhanced with a larger
characteristics is also affected (not depicted here). From tfih@me length or a smaller. If we compare this results with the
figure, we see also that the natural mapping provides good arcoded system with gray mapping in [15, Fig. 4] and coded
trinsic output at the beginning but provides diminishing outpsiystem with anti gray and gray mapping, we see that there is a
for highera priori input A 4. For the anti gray mapping it is thesignificant performance gain compared to the uncoded system.
other way around. The detector which uses gray mapping pro-

vides almost the same extrinsic output for alpriori input, thi th V‘.CEONCLUtSIONt. f a block cod
which confirms the results from Table 2 in section A. Theré[] IS paper, the serial concatenation of a block code, na-

fore, we expect that the performance of the detector with grr%ge ka an ;xterr:de(:) BCH(8,4) co&je\,Nwith d:fferzn;?fpace-time
and natural mapping is good in the low SNR regime and fo ¢ fotes' as tehen. pfropostg : t N afna y?et‘h 'Slgrgné Tap-
few iterations in comparison to the other mappings. But in tife"'d Sfategies on the intormation franster ot the erec:
high SNR regime and for more iterations, we expect that itﬁgr and analytically showed that additional performance gain

the other way around. Note that the axes are swapped for ﬁ?%ﬁh'evid n compe}rlsont.to ?rgy Tﬁ%p)'(r:_?_ Thhetperf%rnégr%ce
outer code 4 is on the ordinatel g on the abscissa. of this scheme was Investigated wi -charts an S

and compared with the uncoded scheme in [15]. Simulation
10° ‘ results show that this scheme performs significantly better in
terms of bit error rates in comparison to the uncoded system.

REFERENCES

[1] E. Telatar, “Capacity of multi-antenna gaussian channeBjropean
Trans. on Telecomm. ETVol. 10, no. 6, pp. 585-596, November 1999.

[2] G.J. Foschini and M.J. Gans, “On limits of wireless communications in
a fading environment when using multiple antennaafjteless Personal
Communicationsvol. 6, no. 3, pp. 311-335, March 1998.

[3] E. Biglieri, G. Caire, and G. Taricco, “Limiting performance of block-
fading channels with multiple antennadEEE Trans. on Info. Theory
vol. 47, no. 4, pp. 1273-1289, May 2001.

[4] G. Bauch, “Concatenation of space-time block codes and Turbo-TCM,”
IEEE Int. Conf. on Communications,Vancouver, BC, Canada 2, pp.
1202 —-1206, 6-10 June 1999.

[5] T.H. Liew and L. Hanzo, “Space-time codes and concatenated channel
codes for wireless communications?roceedings of the IEEEvol. 90,

pp. 187 —219, February 2002.
‘ é P 10 12 [6] A. Steiner, M. Peleg, and S. Shamai (Shitz), “Iterative decoding of space-
SNR [dB] time differentially coded unitary matrix modulationJEEE Trans. on
Signal Processingvol. 50, no. 10, pp. 2385-2395, October 2002.
Fig. 4. Performance of the considered outer code (extended BCH(8,4){fh C. Berrou and A. Glavieux, “Near optimum error correcting coding and

concatenation withgs with different mapping strategies,; = 3 transmit decoding: turbo codes,IEEE Trans. on Communicationgol. 44, no.

andnpr = 1 receive antenna, 8PSK modulation. 10, pp. 1261-1271, October 1996. .
[8] S.M. Alamouti, “A simple transmitter diversity scheme for wireless com-

L . munications,”|EEE Journal on Selected Areas in Communicatjoms.
For verification of the observations from the EXIT-Charts, sac-16, pp. 1451-1458, October 1998.
we present the bit error rates (BERS) for gray and anti gr@} V. Tarokh, H. Jafarkh_ani, and A.R. Calderbank, “Space-time block code
mapping in Fig. 4 foigs. Since the transfer characteristics of ggmlfgg‘flgfg?' Jduelj'ggggEEE Trans. on Info. Theopyol. 45, no. 5,
all other mapping strategies are almost always between i@ S. ten Brink, “Convergence of iterative decoding£E Electron. Lett,
transfer characteristics of gray and anti gray mapping, onIIy vol. 35, no. 10, pp. 806-808, May 1999. _ _
their BERs are debicted. Coding i rformed over multi E 1] M. Uysal and C.N. Georghiades, “Effect on spatial correlation on per-
e .S are aepicted. Loding S pe 0' ed ove _u pg formance of space-time codesJEE Elec. Lettersvol. 37, no. 3, pp.
block fading channels. The transmitted bits are organized in 181-183, February 2001. _ ' ' '
frames of IengtrFL — 432. We assume that one block fadindlz] L. Bahl, J. (_chk_e_, F. Jelinek, and J. Raviv, “Optimal decoding of_llnear
. codes for minimizing symbol error rate JEEE Trans. on Information
channel is constant far = 24 c_hannel uses. We_observe.that Theory vol. 20, pp. 284—287, March 1974.
although the curves are relatively flat at iterationthere is [13] J. Hagenauer, E. Offer, and L. Papke, “Iterative decoding of binary and

SR ; ; ; ; ; convolutional codes,"IEEE Trans. on Information Theoryol. 42, pp.
a significant improvement with further iterations. However, in 429445, March 1996.

the case of gray mapping iteratively decoding yields negligiblesy] s. ten Brink, “Designing iterative decoding schemes with the extrinsic
gain, so only the first iteration is plotted. Furthermore, simula- information transfer chart,”AEUE Intern. Journal of Electr. and Com-
tion results show, that there occurs a saturation of the imprgs, u%: Vol 54, pp- 187 ~219, 2000,

! ) . . p'[?s] V. Tarokh, H. Jafarkhani, and A.R. Calderbank, “Space-time block co-
vement for the other mappings beyond iteratforThis beha- ding for wireless communications: Performance result&EE Journal
vior can be explained by the fact that after each iteration the on Sel. Areas in Communicatianeol. 17, no. 3, pp. 451 ~460, March
extrinsic output of the receiver components tends to a Gausgk) 1.m. puman, Turbo codes and turbo coded modulation systems: Analy-
an distribution according to the central limit theorem but the sis and performance boundBh.D. thesis, Northeastern University, Dept.

correlation between the extrinsic information and the channel ©f Electrical and Computer Engineering, Boston, MA, 1998.

BER

anti gray, iteration 1
anti gray, iteration 2
anti gray, iteration 3
anti gray, iteration 4
anti gray, iteration 5
anti gray, iteration 6
gray, no iteration

10k

10k

ERESER

10

o
N E
I



