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ABSTRACT

One demand for comfortable high quality hands-free video conferencing systems is the transmission of a
spatial acoustical impression. Therefore a major task is the transmission of stereo speech signals from a noisy
environment. The suppression of the noise components must not corrupt the stereo effect. In this context
different single channel, multi-channel and hybrid speech enhancement systems will be evaluated in this
contribution. The problem of musical noise in post-filter-algorithms is addressed. Therefore a psychoacoustic
masking threshold for the noise reduction algorithms is considered.

1. INTRODUCTION

Post-filtering or short time spectral attenuation
(STSA) is a common enhancement technique for
conventional beamformers. Zelinski [1] proposed the
first multichannel noise reduction post-filter which
considers statistically independent noise components
in the different microphone paths. Unfortunately
this assumption is not fulfilled for practical environ-
ments [2, 3] and therefore this post-filter leads to
insufficient noise reduction, especially in the low fre-
quency ranges where the noise field is highly corre-
lated.

Furthermore the Zelinski design rule leads to an
amount of signal distortion due to violation of the
Wiener criterion since the filter function is calculated

in dependence of the beamformer’s input signals but
is applied to the beamformer’s output. Bitzer and
Simmer developed post-filter structures with less sig-
nal distortion which are calculated by the power
spectral densities from the beamformer’s input sig-
nals as well as the beamformer’s output signals [3, 4].

The insufficient suppression of the noise signal in
the low frequency ranges can be improved by a sub-
band approach [4, 5]. In practical environments the
noise field can often be considered to be diffuse. By
exploiting this assumption the frequency region can
be divided into subbands where the noise signals are
either correlated or uncorrelated depending on the
intermicrophone distance only. For every intermi-
crophone distance in the array a subband can be
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defined by the analysis of the magnitude squared
coherence (MSC) function. Highly correlated micro-
phone pairs can be elided from the averaging of the
spectral densities. For regions where the noise is cor-
related in all microphone pairs, to be precise in the
lowest subband, a single channel approach can be ap-
plied, e.g. a Wiener Filter or algorithms which take
statistical or psychoacoustic aspects into account. In
this contribution the Ephraim&Malah [6] algorithm
in combination with Martin’s Minimum Statistics [7]
will be used as an example for a statistically moti-
vated algorithm. The psychoacoustic approach by
Gustafsson [8], which exploits the masking thresh-
old of the speech signal, will be evaluated as well.

The psychoacoustic filter design rule introduced by
Gustafsson leads to a single channel noise reduc-
tion filter which has the advantage of not suffer-
ing from the musical noise problem during speech
pauses. The masking threshold is calculated as a
function of the clean speech signal’s power spectral
density, which has to be obtained by prefiltering of
the noisy signal. The multi-channel post-filter for
the higher frequency regions and the single-channel
Ephraim&Malah algorithm for the lowest subband
are combined to form a hybrid post-filter. It exploits
as well spacial information in the higher subbands
as statistical information in frequency regions where
the noise field is correlated. The problem of musical
noise is reduced by the use of spectral masking.

Microphone arrays can be employed for a stereo
setup, but the acoustic scenario must not be cor-
rupted by the signal processing. Under the circum-
stance of limited space for the microphone array two
overlapping subarrays can be applied to create the
stereo signals for transmission.

The comparison of the different multi-channel,
single-channel and hybrid noise reduction schemes
will be presented in this paper especially under con-
sideration of the distortion of the desired signal and
the overall speech quality for a stereophonic setup.

The remainder of this paper ist organized as fol-
lows: Section 2 reviews the conventional Zelin-
ski post-filter and the modifications of Bitzer and
Simmer concerning the correlated noise and the
over-estimation of the noise power spectral density
(PSD). Section 3 introduces the psychoacoustically
motivated weighting rule after Gustafsson. In sec-
tion 4 the stereo system model is explained and in

section 5 the objective measures used in this contri-
bution to evaluate and compare the presented de-
sign rules are introduced. Section 6 presents our
simulation results and a final conclusion is given in
section 7.

2. POST-FILTERING FOR MULTI-CHANNEL

NOISE REDUCTION

The first multi-channel post-filter was proposed by
Zelinski [1]. Figure 1 depicts a generalized scheme
which includes the Zelinski post-filter. The signal in
each microphone path xi[k] = si[k]+ni[k] consists of
the desired signal si[k] and an additive noise ni[k]. k
is the discrete-time index and i = 0..M the channel
index. After the time delay compensation (TDC)
the system is steered towards the desired source.
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Figure 1: Multi-channel post-filter design rule, e.g.
the Zelinski post-filter after (1)

The transfer function of the Zelinski post-filter in
the frequency domain is given by

WZ [m] =

2
M(M−2)ℜ{

∑M−1
i=1

∑M

j=i+1 X∗
i [m]Xj [m]}

1
M

∑M

i=1 X∗
i [m]Xi[m]

.

(1)
ℜ{·} is the real part of a complex variable, (·)∗ is the
conjugate complex and m is the discrete frequency
index.

With the assumption

• that the speech signal S[m] and the noise sig-
nals Ni[m] are uncorrelated for each micro-
phone path E{S∗[m]Ni[m]} = 0, i = 1..M and
with the assumption of

• mutually uncorrelated noise signals
E{N∗

i [m]Nj [m]} = 0, ∀i 6= j.
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the Zelinski-rule can be considered to fulfill the
Wiener criterion

WW [m] =
ΦSS [m]

ΦSS [m] + ΦNN [m]
. (2)

ΦSS [m] = E{S∗[m]S[m]} and ΦNN [m] =
E{N∗[m]N [m]} are the (auto) power spectral densi-
ties of the speech signal and the noise signal respec-
tively. E{·} is the expectation operator.

There are two major problems in the argumentation
above. Firstly the noise in the microphone channels
is seldom uncorrelated and secondly equation (2) dis-
regards the noise reduction of the beamformer and
thus leads to an overestimation of the noise. Two ap-
proaches to overcome these problems are discussed
in section 2.1 and 2.2.

2.1. Subband-filtering

For practical environments the assumption of an
uncorrelated noise field does not hold. As shown
in [2, 5] for example, the noise field often can be
assumed to be diffuse. For a diffuse noise field the
MSC

MSC = Γ2
XiXj

[m] =

∣

∣ΦXiXj
[m]

∣

∣

2

ΦXiXi
[m]ΦXjXj

[m]
, (3)

which is a common measure for the description of the
noise field, can be calculated by the si2(·)-function,
which depends on the intermicrophone spacing only.

Γ2
XiXj

[m] = si2(2π · m · dij/c) (4)

si(x) = sin(x)/x is called the sinc-function. c is the
speed of sound and dij is the distance between the
microphones i and j. From equation (4) we see, that
the noise field is highly correlated for low frequen-
cies and has a low correlation for high frequencies.
Figure 2 shows the theoretical MSC after (4) for a
microphone distance of 16 cm and the calculated
MSC after (3) for the office environment which is
described in section 4.

We see from Figure 2 that the assumption of a dif-
fuse noise field is fulfilled, even if we take into ac-
count that only one noise source is present in our
simulations (see left part of Figure 7). For an in-
creased number of noise sources the MSC in the re-
gions above 900 Hz would decrease further.
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Figure 2: Theoretical MSC between the microphone
channels for a microphone distance of 16 cm and the
measures MSC for the room described in section 4

As proposed in [9] and relying on [5] we now define
frequency subbands Bt with bandlimits at the first
zero of the MSC:

ft,{i,j} =
c

2dij

, for 1 ≤ t ≤ M (5)

t is the number of the subband. The resulting ban-
dlimits and the corresponding MSCs are depicted in
Figure 3 for a linear array consisting of M = 4 mi-
crophones and a intermicrophone distance of 8 cm.
The uncorrelated microphone pairs are written down
in Table 1.

Table 1: Subbands Bt and the corresponding uncor-
related microphone pairs in a diffuse noise field for
a microphone spacing d12=8cm and M=4

Subband uncorrelated microphone pairs
B1 = 0..708Hz no uncorrelated microphone pairs
B2 = 708..1063Hz {1,4}
B3 = 1063..2125Hz {1,3},{1,4},{2,4}
B4 = 2125..4000Hz {1,2},{1,3},{1,4},{2,3},{2,4},{3,4}

As we see from Table 1, the condition of an uncor-
related noise field, which is the underlying assump-
tion of Zelinski’s post-filter in equation (1) is only
true for the highest subband. Therefore the Zelinski
post-filter hardly achieves noise suppression for low
frequencies.
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Figure 3: Theoretical MSC between the microphone
channels for a microphone distance of 8 cm and the
resulting subbands (M = 4)

To overcome this problem we define a subband
post-filter which only takes uncorrelated cross power
spectral densities after Table 1 into account for the
estimate of the power spectral density of the speech:

Wsub1[m] =

2
t(t−2)ℜ

{

t−1
∑

i=1

M
∑

j=i+M−t+1

X∗
i [m]Xj [m]

}

1
M

M
∑

i=1

X∗
i [m]Xi[m]

(6)
t = 1..M is the number of the subband. It should
be mentioned that the post-filter rule in equation
(6) can not be calculated for the lowest subband
B1, because no uncorrelated microphone pairs are
available (see Table 1). Therefore a single chan-
nel post-filtering rule has to be chosen for subband
B1. Spectral subtraction was used in [2] and a
Wiener-Filter with a decision directed approach in
[5]. As in [9] we apply the log-STSA weighting rule of
Ephraim&Malah in conjunction with Martin’s Min-
imum Statistics [7].

2.2. Overestimation of the noise

The second drawback of Zelinski’s design rule (1)
which is the reason that it does not meet the Wiener
criterion (2) for the complete noise reduction system
is the disregard of the beamformers influence to the
noise. As shown in [3] the optimum weighting func-
tion for a post-filter after a beamformer depends on

the coherence function of the noise field:

Wopt[m] =
ΦSS [m]

ΦSS [m] + 1
M

ΦNN [m]
(

1 + Γ̃[m]
) (7)

with

Γ̃[m] =
2

M

M−1
∑

i=1

M
∑

j=i+1

ℜ{ΓNiNj
[m]} (8)

and the complex coherence function of the noise

ΓNiNj
[m] =

ΦNiNj
[m]

√

ΦNiNi
[m]ΦNjNj

[m]
. (9)

For uncorrelated regions of the noise field (Γ̃[m] ≈ 0
for f > c/2dij), equation (7) simplifies to

Wopt[m] =
ΦSS [m]

ΦSS [m] + 1
M

ΦNN [m]
. (10)

As equation (10) shows, the PSD of the noise is
over-estimated by a factor of M compared to the
Wiener criterion in equation (2). Therefore Simmer
proposed to replace the denominator of (1) by the
the beamformers output [3]:

WSW [m] =

2
M(M−2)ℜ

{

M−1
∑

i=1

M
∑

j=i+1

X∗
i [m]Xj [m]

}

Y ∗[m]Y [m]
(11)

For f > c/2dij the weighting rule (11) meets the
Wiener criterion for a post-filter following a beam-
former (10). It should be mentioned that equation
(11) does not solve the problem of insufficient noise
reduction for frequencies below f > c/2dij . There-
fore we modify our subband approach from section
2.1:

Wsub2[m] =

2
t(t−2)ℜ

{

t−1
∑

i=1

M
∑

j=i+M−t+1

X∗
i [m]Xj [m]

}

Y ∗[m]Y [m]
.

(12)

3. THE PSYCHOACOUSTICALLY MOTI-

VATED NOISE REDUCTION

For speech enhancement purposes, achieving a max-
imum of noise reduction or the Wiener criterion,
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which is the optimal tradeoff between noise reduc-
tion and speech distortion, is not necessarily the op-
timum design method. If the speech signal, which
was enhanced by a noise reduction algorithm, is pre-
sented to a human listener, these conventional math-
ematical minimization criteria needn’t be the best
choice. For this scenario an improvement of speech
intelligibility or speech quality could be more appro-
priate. Therefore Gustafsson proposed a psychoa-
coustic weighting rule based on the auditory mask-
ing effect in [8] which is reviewed in the following.

3.1. Auditory masking

Exploiting the auditory masking effect is widely used
in audio coding [10]. In presence of an acoustic stim-
ulus (such as a sinusoidal waveform or a narrow-
band noise signal) the absolute threshold of hearing
is raised for adjacent frequency regions. The ab-
solute threshold of hearing is the minimum sound
pressure which is necessary for the human auditory
system to perceive a signal for a given frequency or
more precisely to cause a sufficient excitation of the
nerves of the cochlea.
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Figure 4: Rising of the absolute threshold of hearing
caused by a masker

The effect of auditory masking is illustrated in Fig-
ure 4. The ”masker” rises the absolute threshold
of hearing and the ”masked signal” becomes inaudi-
ble for the human auditory system. If we transform
the frequency axis into the Bark domain [10] the so
called spreading function (the dashed line in Figure
4) can be approximated by a triangle or the some-
what sophisticated function of [10]. Figure 5 shows
the speech power spectral density ΦSS(f) and the
calculated masking threshold ΦTT (f) as a function

of the frequency. The masking threshold can be cal-
culated as a function of the clean speech signal after
[10]

ΦTT [m] = f(ΦSS [m]). (13)

Thus an initial estimate for ΦSS [m] has to be cal-
culated by prefiltering the noisy signal. Gustafsson
used the Ephraim&Malah weighting rule. It should
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Figure 5: Speech PSD ΦSS(f) and masking thresh-
old ΦTT (f)

be noted that if noise would be present at about 1100
Hz or 2900 Hz for example, it needn’t be attenuated
below the masking threshold, because it would be
inaudible for a human listener anyway. Based on
this assumption, Gustafsson developed his weight-
ing rule trying to preserve the characteristics of the
noise.

3.2. Psychoacoustically motivated weighting rule

As mentioned before a complete removal of the noise
is neither necessary nor desirable. We define the de-
sired signal at the output of the speech enhancement
algorithm S̆[m], that should consist of the clean
speech signal S[m] and a constantly attenuated noise
N [m]. Thus the spectral characteristics of the noise
should be preserved, but with an lowered amplitude.

S̆[m] = S[m] + ζNN [m] (14)

ζN < 1 is defined as the noise attenuation factor.
Since a spectral weighting has to be applied to the
noisy signal X[m] = S[m]+N [m], the actual output
of the filter is

Ŝ[m] = H[m] (S[m] + N [m]) . (15)
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The quadratic error between (14) and (15)

ΦQQ[m] = E

{

∣

∣

∣
S̆[m] − Ŝ[m]

∣

∣

∣

2
}

(16)

can be decomposed into the distortion of the speech
part ΦQSQS

[m] and the ”distortion” of the noise
part ΦQN QN

[m] respectively [8], which both are
quadratic functions of H[m]:

ΦQQ[m] = ΦQSQS
[m] + ΦQN QN

[m] (17)

ΦQSQS
[m] = (1 − H[m])

2
ΦSS [m] (18)

ΦQN QN
[m] = (ζN − H[m])

2
ΦNN [m] (19)

PSDPSD

11ζnζn H[m]H[m]

Hopt[m]Hopt[m] HIND[m]HIND[m]

ΦTT [m]ΦTT [m]

ΦQSQS
[m]ΦQSQS
[m]

ΦQN QN
[m]ΦQN QN
[m]ΦQQ[m]ΦQQ[m]

Figure 6: Distortion of the speech component
ΦQSQS

[m] and ”distortion” of the noise component
ΦQN QN

[m] in dependance of the filter coefficient
H[m] and the masking threshold ΦTT [m]

Figure 6 shows the influence of different minimiza-
tion criteria on ΦQSQS

[m] and ΦQN QN
[m]. The min-

imization of the speech distortion would be achieved
by H[m] = 1 but this would not reduce the noise.
The minimization of ΦQN QN

[m] which could be in-
terpreted as the power of the difference of the de-
sired noise amplitude and the actual noise ampli-
tude would lead to H[m] = ζN . Thus the actual
filter coefficient has to be ζN ≤ H[m] ≤ 1.

Since the masking of the total distortion ΦQQ[m]
can not be guarantied, because ΦTT [m] is often lower
than ΦQQ[m], the masking of RQN QN

was chosen for
the filter design [8], which means that the perceived

noise will be constant.

ΦQN QN
[m] = (ζN − H[m])

2
ΦNN [m]

!
= ΦTT [m]

(20)
With a constraining to values smaller than 1 the
weighting rule WIND[m] after [8] can be calculated
as

WIND[m] = min

(
√

ΦTT [m]

ΦNN [m]
+ ζn, 1

)

(21)

IND stands for inaudible noise distortion.

4. THE STEREO SYSTEM

The stereophonic office environment used in this
contribution is shown in Figure 7. Two overlapping
subarrays of 4 microphones for each output channel
are formed by grouping from the 6 available micro-
phones. Thus the two microphones in the middle
position can be reused for the left and the right
channel. The dashed lines in the left part of Fig-
ure 7 indicate the steering of the subarrays towards
the desired source which is achieved by proper de-
lays in the TDC-block in the right part of Figure
7. The microphone signals Xi[m] are calculated by
convolution of the clean speech signal S[m] (male
speaker) and the noise source N [m] with simulated
impulse responses after [11]. The room reverber-
ation time is τ60 = 400ms and the sampling fre-
quency fs = 8000Hz. The sampled time signal was
block-processed with a block length of LBl = 128, an
overlapping of 50%, and a Hann-window was applied
to each block. After processing by the frequency-
domain speech-enhancement-system the signal was
synthesized by the overlap-add-method (OLA) [12]
as depicted in Figure 7.

5. OBJECTIVE MEASURES

The algorithms, which were presented in this contri-
bution, all belong to the class of STSA-algorithms,
which try to reconstruct the spectral envelope of the
desired signal by a suitable spectral weighting. They
will be compared by means of the widely used mea-
sures of noise reduction (NR) and signal to noise
ratio enhancement (SNRE) and by the perceptual
similarity measure (PSM) which takes the auditory
system into account [13, 14].
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Figure 7: Block diagram of the stereo noise reduction system

The noise reduction is defined as

NR =
1

|A|

∑

ℓ∈A

10 · log10











K
∑

k=1

x2[ℓK + k]

K
∑

k=1

ŝ2[ℓK + k]











(22)

with the block length K, the noisy speech signal at
the input of the analysed algorithm x[k] and the en-
hanced signal after the algorithm ŝ[k], which should
be an estimate of the desired signal. A represents
the set of frames where speech is absent and |A| its
cardinality. The NR measure does not necessarily
indicate a good speech quality because it does not
take a possible cancelation of the desired signal into
account.

Therefore we also evaluate the presented algorithms
in terms of the SNRE

SNRE = SSNRout − SSNRin (23)

with SSNRin and SSNRout as the segmental signal
to noise ratio (SSNR) at the input and the output
of the tested algorithm respectively:

SSNR =
1

|B|

∑

ℓ∈B

10 · log10











K
∑

k=1

s2[ℓK + k]

K
∑

k=1

n2[ℓK + k]











(24)

B is the set of frames where speech is present and
|B| its cardinality.

The technical measures presented above, like most
of the other commonly used measures, do not pro-
vide information whether the remaining noise or a
distortion introduced by the algorithm is disturbing
for a human listener. These technical measures do
not provide sufficient information about the perceiv-
ability of the distortion [14]. Therefore we further-
more use the perceptual quality measure PSM from
PEMO-Q, which is based on a model of the auditory
system of a human listener [13].

6. SIMULATION RESULTS

The signals used for the simulations are depicted
in Figure 8. The desired speech signal was a male
speaker and speech shaped noise with slightly insta-
tionary (pulsing) components was used.

6.1. Subband-filtering

As we can see from Figure 9 the Zelinski design
rule in equation (1) is not able to suppress noise
in the low frequency regions. Comparing with the
subband-limits in Table 1 we can identify the sub-
band limits at 700 Hz, 1000 Hz and 2000 Hz in the
upper part of Figure 9 where the corresponding sinc-
function has its first minimum.

The same is true for the Simmer design rule in equa-
tion (11) which is illustrated in the middle part of
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Figure 8: Signals used for simulation: desired
speaker s[k], noise signal n[k] and microphone signal
x[k] at the first microphone and the related PSDs

Figure 9. Even worse, the filter is close to 1 for the
low frequency regions. For this reason the Zelinski
filter is often preferred by different authors. How-
ever we have to keep in mind, that the higher noise
reduction of the Zelinski filter is due to an overesti-
mation of the noise. This means that the cost for the
better noise reduction is a higher speech distortion,
which reduces speech intelligibility.

The lower subplot shows the modified Zelinski design
rule in subbands after equation (6). It can be real-
ized, that this post-filter performs better in the sub-
bands B2 and B3. Furthermore the Ephraim&Malah
rule removes correlated noise parts in the lowest sub-
band.

6.2. Comparison of the weighting rules

Figure 10 and Figure 11 compare the different
weighting rules:

• WZ : The Zelinski post-filter after equation (1)

• Wsub1: The subarray post-filter based on the
Zelinski weighting rule after equation (6)

• E&M after BF: An Ephraim&Malah weighting
after a Delay&Sum beamformer

• WSW : The Simmer weighting rule after equa-
tion (11)

• Wsub2: The subarray post-filter based on the
Simmer weighting rule after equation (12)
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Figure 9: Post-filter weighting rules for the Zelinski-
filter (1), the Simmer-filter (11) and the Zelinski
post-filter with subbands (6). Input SNR is 0dB

• WIND: The psychoacoustic motivated weight-
ing rule after (21) with prefiltering by (12) and
an estimate of the noise PSD by means of Min-
imum Statistics

The measures are averaged for the left and the right
channel of the stereo system. If we take a look
at the traditional measures NR and SNRE we re-
alize the poor noise reduction and SNR enhance-
ment of the Zelinski- and Simmer weighting func-
tions due to their missing ability to reduce the cor-
related noise in the lower frequency regions. The
noise has a lowpass characteristic and therefore the
subarray-approaches show improved performance.
They hardly differ from each other concerning the
NR and SNR enhancement. The psychoacoustic
weighting rule shows by far the best results.

The PSM curves in Figure 11 are separately calcu-
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Figure 10: Comparison of the different weighting
rules by means of NR and SNRE enhancement

lated for parts with speech activity and for parts
which contain only noise. The area of speech activity
is from 3 to 6 seconds as you can see from the signal
plots in Figure 8 and the part from 6.5 to 9 seconds
was chosen as noise only. For the noise only part
the psychoacoustic motivated weighting rule WIND

clearly outperforms the other weighting rules which
is due to the design criterion that tries to preserve
the noise characteristics. Also for the speech part
WIND shows very good performance.

If we compare the Zelinski post-filter and the Sim-
mer post-filter by means of PSM, we see that we
get better results for the Simmer post-filter. The
reason for this is the overestimation of the noise by
the Zelinski filter which was explained in section 2.2.
On the other hand the Simmer filter leads to a lower
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Figure 11: Comparison of the different weighting
rules by means of the perceptual similarity measure
(PSM)

noise reduction and SNR enhancement.

Comparing the original design rules of Zelinski and
Simmer with their subband extensions we recognize
that the subband approaches perform better.

The filter rules which were compared here regarding
speech and noise quality were compared in [15] for
speaker recognition.

The best design rule for all objective measures used
in this contribution was the new multi-channel psy-
choacoustic filter, which extends the approach of
Gustafsson by a multi-microphone system to exploit
spacial information.

7. CONCLUSIONS

Different multi-channel noise reduction approaches
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for stereo-speech enhancement were compared in
this contribution. The psychoacoustically motivated
weighting rule after Gustafsson was extended by a
multi-channel case with prefilter which is able to ex-
ploit as well spatial information for incoherent fre-
quency regions as statistical information for regions
with highly correlated noise. The psychoacoustic fil-
ter outperforms all other weighting rules by means
of NR, SNRE and PSM which is based on the hu-
man auditory system. Furthermore it does not suffer
from the musical noise phenomenon.
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