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Abstract— Wideband CDMA systems with orthogonal spread-
ing codes suffer severely due to the loss of orthogonality by
multipath propagation. This yields Multiple User Interference
(MUI) which gravely reduces the performance of classical systems
with Rake-receivers.

In our approach we attempt to restore orthogonality again
by using a Lattice equaliser. These kind of equalisers are
composed of two parts. The prewhitening part and the adaptive
equaliser part. The Lattice structure itself has the advantage
that its backward prediction errors are orthogonal to each other.
Therefore the Lattice structure itself is working as a prewhitening
filter. The second part is the adaptive algorithm for the equaliser
coefficients. We take the stochastic gradient algorithm for this
task and use the pilot channel in UMTS as a reference to calculate
the equaliser coefficients. In order to show the feasibility of this
approach, some simulation results for channels with low Doppler
frequencies are presented and compared with the a system using
the classical Rake-receiver and a system with another prefilter
approach, the LMS-like Griffith equaliser [1].

I. INTRODUCTION

UMTS is the 3rd generation mobile cellular communication
system in the 2 GHz band. Upon others, it uses a W-CDMA
scheme. One of the major problems of these kind of systems is
the degradation of the performance due to Multi User Interfer-
ence (MUI) which inherits from the multipath propagation of
the mobile time variant channel. The classical Rake-receiver
structure can not cope with it, even in a partly loaded system.
Due to this, another solution for the receiver has to be found.
Looking at the downlink on the other side, power consumption
of the cellular is also a strong issue. Therefore algorithms must
be simple in terms of computational effort. This reduces our
set of possible solutions radically. Because the UMTS FDD
downlink uses a long code for scrambling, approaches which
take advantage of the the cyclostationary of short codes are
of no use either. It was shown that at least major parts of
the MUI can be modeled as coloured noise. This results in
an approach to adapt the Rake-receiver to coloured noise [2].
Another feature of UMTS is the orthogonality of its spreading
codes, the so called Orthogonal Variable Spreading Factor
(OVSF) codes. Of course it gets lost on the way between
base station and cellular due to the multipath propagation
channel. Therefore another possibility to fight intra-cell MUI,
is to re-establish this orthogonality of these codes by using
a zero-forcing approach or try to find a compromise between
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Fig. 1. Simplified transmitter scheme

noise enhancement and orthogonality with a Wiener scheme
[3]. This shall be our approach too.

Since the direct approach is quite expensive in terms of
computational effort many approaches use some iterative al-
gorithm like RLS or LMS to adapt its coefficients to the
time variant channel [4] [1]. The resulting systems look either
like the classical rake receiver with an additional prefilter
depicted in figure 2a) or a prefilter with a correlation receiver
as it is displayed in figure 2b)1. A typical example of this
scheme is the approach proposed in [1], which is taken as
reference within this paper. In this paper we focus mostly on
the application of a Lattice structure for a W-CDMA system
itself and present a few simulation results, instead of its full
derivation.

II. SYSTEM MODEL

We have taken a CDMA-System and consider the whole
system as a chip rate model. Upon others UMTS defines
a FDD wide band CDMA scheme. In this paper only the
downlink is considered. The spreading is done with the help of
an OVSF code (Walsh) cm(i) with a spreading factor between
4 and 512 and an additional scrambling with a truncated
complex gold code cscr(i) with the length of one frame equals
38400 chips or 10 ms. Every frame consists of 15 slots with a
length 2560 chips each. In our case the scrambling code is the
same for every user in one cell. In general a QPSK modulation

1Each system can be transformed to the other one and vice versa.
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Fig. 2. MUI-schemes

is used in downlink direction2. The data dn(k) of the n-th user
with index k denoting the symbol rate is mapped to chip rate
by

d̃n(i) =
∑

k

(
dn(k) ·

GSF −1∑
l=0

δ(i − l − k · GSF )

)
(1)

The index i denotes the chip rate. After this the signal is spread
with its user dependent OVSF-code denoted with cn(i). The
resulting signal at the transmitter output of the base station is
the sum of all users multiplied with with the scrambling code
cscr(i) plus an additional pilot channel spilot(i). In our case
we assume that all users have the same spreading factor GSF

and the same power.

s(i) =

(
Nuser∑
n=1

(dn(i) · cn(i))

)
· cscr(i) + spilot(i) (2)

The pilot channel has a fixed spreading factor, contrary to
the ones used for the data, of 256. Its OVSF-code is a simple
repetition code (256 x 1). The power of the pilot channel is
10% of the total transmit power of the considered cell and is
represented by the amplification factor Kpilot. This simplified
transmitter in respect to the UMTS standard, is depicted in
figure 1.

spilot(i) = Kpilot · cscr(i) · 1 + j√
2

(3)

The output signal of the transmitter is convoluted with the
time varying channel impulse response h(i, ρ) and distorted
by an additive white zero-mean Gaussian noise.

r(i) = s(i) ∗ h(i, ρ) + n(i) (4)

If we use a normal FIR-Filter with its coefficients wH for
equalising the channel influence, the resulting output signal
x(i) of the equaliser according to figure 2b) is

x(i) = ŝ(i) = wH · r(i). (5)

2We omit the special cases like HSDPA.
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Fig. 3. Lattice equaliser

By correlating the signal x(i) with the channelisation (OVSF)
code and the scrambling code we receive an estimate for the
data d̂(k)of the m-th user.

yn(k) = d̂n(k) =
(k+1)·GSF −1∑

i=k·GSF

x(i) · cn(i) · c∗scr(i) (6)

The question which arises, how to select the filter coefficients
w. The classical solution for the coefficients w is solving the
equation 7.

w = R−1h (7)

with R denotes the autocorrelation matrix and h is the
vector with the channel coefficients.

As said before the direct solution is quite costly. Therefore
an adaptive system for example LMS or RLS algorithm is
used. Besides of the LMS or RLS algorithm we can also apply
a Lattice (Ladder) structure to solve this problem.

III. LATTICE EQUALISER

In [2] the authors explain the statistical behaviour of MUI
as coloured noise and therefore try to antagonise it with a
Matched filter for coloured noise. Since this coloured noise
seems to be a problem, the well known prewhitening capability
of a Lattice structure can be used.

In figure 3 the Lattice equaliser is depicted. It consists of
two parts, the Lattice structure itself and an equaliser part. The
Lattice part can be derived from the linear prediction problem
according to figure 4.

We have to find the filter coefficient a which minimized the
forward error u The solution for this linear prediction filter is
the Wiener Hopf equation.

a = R−1φrr (8)

With φrr is the is the autocorrelation vector of the input
signal r(i). The autocorrelation matrix R has a hermitian
Toeplitz structure. Due to this, it can be solved iteratively
by the Levinson-Durbin recursion. Beginning with the linear
prediction filter with order 0, each prediction filter of higher
order up to the wanted order is generated. Each of them has
a forward prediction error denoted as um for the m-th stage.
Besides the filter a of order m − 1 the so called PARCOR
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Fig. 4. Linear prediction filter

(PARtial CORrelation) coefficient γm has to be known to
calculate the next stage. It can be interpreted as the normalised
partial correlation between the forward prediction error and m-
times delayed input signal of the prediction filter (x(i − m)).
Instead of calculating the filter coefficients a directly, it can be
shown that a filter structure only consisting of the PARCOR
coefficients γ the forward prediction errors u and the backward
prediction errors v is possible, the Lattice structure. The
backward prediction error vm can be seen as error between
a value r(i − m) and its prediction from future values up to
r(0).

The connection between forward and backward prediction
error u and v of the m-th stage is displayed in equation 9. An
extensive derivation of the following properties can be found in
nearly any good textbook concerning digital signal processing
for example [5], [6], [7] or [8].

um(i) = um−1(i) − γm(i) · vm−1(i − 1)
vm(i) = vm−1(i − 1) − γ∗

m(i) · um−1(i) (9)

In case of time invariant channel the PARCOR coefficient
of the m-th stage γm(i) is constant but in general γ has to
adapt to the change of the channel. It can be shown after a
little algebra from [5] that an estimate of γm(i) for a time
variant channel can be obtained recursively by

γ̂m+1(i + 1) = γ̂m+1(i) +
1

bm(i)
· [um(i)v∗

m+1(i)

+ um+1(i)v∗
m(i − 1)] (10)

and the shortcut bm(i) is also recursively defined as

bm(i) = κ · bm(i − 1) + |um(i)|2 + |vm(i − 1)|2. (11)

The forgetting factor κ has to be chosen as a compromise
between noise and time variance of the channel and is very
close to one. Applying it to the UMTS-CDMA System it lies
in the range between 0.999 and 0.9999.

The power of each stage m can also be calculated recur-
sively by

σ2
m(i) = κ · σ2

m(i − 1) + |vm(i)|2. (12)

In order to calculate the coefficients g we first define the
difference between the reference signal delayed by i0 and the
ongoing Lattice output. As reference we take the known pilot
channel spilot(i − i0).

εm(i) =

(
m∑

ν=0

ĝν(i − 1) · vν(i)

)
− spilot(i − i0)

= εm−1(i) + ĝm(i − 1) · vm(i). (13)

The optimal delay i0 has to be chosen according to the
channel. For a minimum phase channel it has to be near zero,
for a maximum phase system it should be set according to the
order of the filter structure. This is also valid for the delay in
LMS/RLS based schemes.

Using equation 13 according to [7] respectively [9] the new
estimation of coefficients g(i) can be calculated by

ĝm(i) = ĝm(i − 1) − 1
σ̂m(i)2

· εm(i) · v∗
m(i). (14)

IV. SIMULATION RESULTS

In the following we present some simulation results. Both
simulations use a 4-tap Rayleigh fading channel. The system
is always a little above a half loaded system3. This is quite
relevant because cellulars should be capable to work in this
environment. Besides of the proposed Lattice structure we take
the classical rake receiver and the MUI-suppression scheme
proposed in [1] and denoted with GLMS as second reference.
In [1] the authors presented an adaptive solution for equation 7
by using a modified LMS-algorithm. Modified mainly in that
way that instead of taking a reference the algorithm needs
the channel impulse response h(i) also known as Griffith’s
algorithm [10]. While the Lattice structure does its channel
estimation (CE) indirectly for itself it has to be calculated
for the Rake and GLMS. In our simulations we present two
versions of it. First we assume perfect knowledge of the CIR.
Second we estimate the CIR by correlating the received signal
with the know pilot channel and averaging the results over one
slot afterward. For every slot there is only one estimate for all
coefficients of the CIR. A MA-filtering would be better of
course and using a variable length MA-filter according to the
velocity or another Wiener filter for CE would be even more
beneficial. So these CE schemes would result in something in
between perfect knowledge and our second assumed version.
A channel coding was not applied. Additional references are
the AWGN curve for QPSK modulated signals and the one
user Rake-receiver curve for the taken environment. The order
of both equalisers was set to 18 and the delay was set to 9
chips because we do not know about minimum or maximum
phase and take a compromise. The higher the order of the
equaliser gets as better the results are, but the performance of
it in respect to the order has to be investigated thoroughly in
the future.

In figure 5 the velocity is set to 3km/h and the spreading
factor is 128. The number of users is 64 plus the additional
pilot channel which inherits 10 % of the total power. The
forgetting factor κ is set to 0.9999 and the step factor for the
GLMS equals µ = 0.001. This are not the optimal values
because they change according to the noise. Nevertheless

3Due to the pilot channel
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Fig. 5. Simulation results for 4 tap Rayleigh channel and SF=128, 3 km/h

they are near the optimal value at an Eb/N0 = 10 dB.
It can be easily seen that the Rake-receiver itself is not a
very good algorithm in the presence of numerous users. The
Lattice scheme is only slightly worse with approximately a
quarter dB at a BER of 10−2 than the GLMS with perfect
channel knowledge. The GLMS with CE is nearly as good as
the Lattice in a noisy environment but degrades with higher
Eb/N0. At a BER of 10−2 it has a loss of approx. 0.7 dB
compared to the Lattice and 0.9 to itself with ideal CE. At 15
dB the Lattice outperforms the GLMS with perfect channel
knowledge but this is actually of no major interest because it
is far beyond a possible working point.

In figure 6 we have taken the same scenario besides another
spreading factor of 16 and the number of users is 8. Because
the simulations are made in respect to the Eb/N0 of the
transmitted data, the pilot channel’s Eb/N0 is 8 times higher
resulting in a much better CE. This can also be seen in the
simulation. Even the results of both Rake receivers are quite
similar. The curves for the MUI-suppression schemes are now
much closer to each other but the ranking is still the same. At
a BER of 10−2 the Lattice has a loss of 0.15 dB compared to
the GLMS with perfect CE and outperforms the GLMS with
CE with about 1.5 dB.

In [9] and others the adaptation speed of the Lattice
equaliser was presented. It was shown that it adapts much
faster than the LMS but worse compared to the RLS which
needs much higher computational effort. But the major differ-
ence compared to [9] is the total different noise environment.
On the other hand the performance of RLS/LMS equaliser
schemes degrades fast in a high mobile environment [4].
The performance of the Lattice algorithm in a faster mobile
environment has to be determined in the future.

V. CONCLUSION

In this paper a Lattice structure for a W-CDMA system for
MUI-suppression was presented. It has a good performance
in a pedestrian or nearly static environment but needs to be
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further examined for example in a high mobile environment.
Other channel models have to be considered and the order
of the equalisers compared to their performance gain have to
be looked onto. In the presented approach the pilot channel
was taken as reference. It may also be possible to apply
the Griffiths approach [10] and take the value of the cross-
correlation between backward prediction error and pilot data
instead of applying the pilot channel directly. After this cross-
correlation could be estimated and filtered instead of using a
first order IIR filter like it was done here. This paper give a
glimpse that the Lattice approach for W-CDMA works under
special conditions but it needs to be further investigated.
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