
Analysis of Iterative Multi-Us
with EXIT C

Volker Kühn
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Abstract— In the last years, CDMA has been established as a
standard multiple access scheme in mobile radio communications.
However, high spectral efficiency can only be achieved by
applying multi-user detection schemes combatting the inherent
multi-user interference. Since the optimum maximum likelihood
approach is far to complex for practical implementations, subop-
timum iterative strategies are applied. These iterative strategies
follow the turbo principle well-known from coding theory and can
be analyzed by means of extrinsic information transfer (EXIT)
charts.

This paper analyzes the performance of iterative multi-user
detection schemes by EXIT charts. For simplicity, an AWGN
channel and a synchronous transmission are assumed. Starting
with optimum APP components, we show that the performance
of the iterative scheme is well predictable by the EXIT chart
technique. Results for different signal to noise ratios are pre-
sented. For non-ideal components like the parallel interference
cancellation, the prediction becomes less accurate but is still
possible.

I. INTRODUCTION

Code Division Multiple Access (CDMA) has become a
widely accepted multiple access technique in mobile radio
communications. Considering the uplink transmission, the
orthogonality of spreading codes cannot be maintained and
random spreading sequences are often used. Hence, multi-user
interference is the limiting factor of the system performance.
However, spectral efficiency can be increased by applying
multi-user detection (MUD) techniques. In the last years,
plenty of work has been spent on this topic, especially on
iterative MUD techniques [1], [2], [3], [4], [5], [6], [7],
[8], [9], [10], [11], [12]. However, there are still a lot of
open questions concerning the convergence behavior of these
iterative schemes.

In 1993, turbo codes were presented for the first time [13]
and attracted great attention due to their amazing performance.
In subsequent years, one tried to understand the way how
turbo decoding works and why it performs so well. A key
approach was presented by Stephan ten Brink [14], [15], [16],
[17], [18] in 2000. He introduced the so called EXtrinsic
Information Transfer (EXIT) charts with which a prediction of
the convergence behavior of turbo decodes can be accurately
predicted. However, the application of EXIT charts is not
restricted to the decoding of concatenated codes but also suited
for the concatenation of different components.
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paper considers the uplink of a coded direct-sequence
system. Since the focus of this work is the perfor-

analysis of iterative schemes based on information
we keep the system as simple as possible. Therefore,
ume a synchronous system without fading or near-
cts that is simply disturbed by an AWGN channel.

ceiver consists of a serial concatenation of a block
ing some appropriate processing to combat multi-user

ence and a parallel arrangement of individual channel
rs.
paper is structured as follows: Section 2 describes
sidered DS-CDMA system. Next, section 3 presents
ferent iterative approaches for combatting the multi-
terference. Sections 4 and 5 introduce the EXIT chart
s and evaluate the two approaches by comparing semi-
al and simulation results. Section 6 gives a conclusion.

II. SYSTEM DESCRIPTION

structure of the considered DS-CDMA system is de-
in Fig. 1. The information bits du[i] of each user u,

U , are first encoded by identical convolutional codes
Rc = 1/n and constraint length Lc. The resulting

ts are BPSK modulated and interleaved by user-specific
vers Πu of length Lπ. Next, direct-sequence spreading
actor Ns is carried out with pseudo random codes[

cu,1[k] · · · cu,Ns [k]
]T

whose binary chips can take
ues cu,�[k] = ±1. The system load is one of the key
ters and defined to β = U/Ns.
e receiver, we obtain a superposition of all transmitted
xu[k] =

[
xu,1[k] · · · xu,Ns [k]

]T
and additive white

n noise n[k] with power σ2
n. Comprising all spread-

es cu[k] in a matrix C[k] =
[
c1[k] · · · cU [k]

]
and

ed BPSK symbols of all users in a vector b[k] =
· · bU [k]

]T
, the k-th received vector can be expressed

y[k] = C[k] · b[k] + n[k] . (1)

ading is performed by passing y[k] through a bank of
d filters, one for each user. We obtain

r[k] = CT [k] · y[k] = R[k] · b[k] + ñ[k] (2)

R[k] = CT [k] · C[k] is the correlation matrix and
ST [k] · n[k] denotes the modified noise vector with
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Fig. 1. Transmitter structure of coded DS-CDMA system
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Fig. 2. Iterative receiver structure of coded DS-CDMA system (time instances
neglected)

instantaneous covariance matrix Φññ[k] = E{ñ[k]ñT [k]} =
σ2

n · R[k].
The vector r[k] at the output of the matched filter bank

represents a sufficient statistics, i.e. the whole information con-
tained in y[k] is maintained and an optimum decision is still
possible. However, optimum maximum likelihood detection of
the information bits du[i] for all users is infeasible in practice.
Therefore, we consider an iterative approach that separates the
CDMA specific part from the conventional channel decoder as
depicted in Fig. 2. The matched filter output is processed by
a device called joint processor delivering a soft estimate for
each user symbol bu[k]. Details about the algorithm are given
in the next section.

After de-interleaving, each sequence is decoded by a soft-
in/soft-out decoder, e.g. a BCJR algorithm [19]. It delivers
estimates d̂u[i] of the information bits du[i] as well as log-
likelihood values L(b̂u[k]) of the coded bits bu[k]. The lat-
ter one is interleaved and fed back as a priori information
La(b̂u[k]) to the joint processor. Now, the procedure is re-
peated according to the turbo principle [13] until a stopping
criterion is fulfilled.

III. JOINT PROCESSING

A. Optimum Joint Processor

Due to binary BPSK symbols, the optimum soft information
at the output of the joint processor can be described by a log
likelihood ratio

L(b̂u[k] | r[k]) = log
Pr{bu[k] = +1 | r[k]}
Pr{bu[k] = −1 | r[k]} . (3)
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ing the probabilities in nominator and denominator of
applying Bayes rule results in

[k] | r[k]) = log

∑
b̃,b̃u=+1 Pr{b̃ | r[k]}∑
b̃,b̃u=−1 Pr{b̃ | r[k]}

= log

∑
b̃,b̃u=+1 p(r[k] | b̃) · Pr{b̃}∑
b̃,b̃u=−1 p(r[k] | b̃) · Pr{b̃} .(4)

the sums run over all possible transmit vectors b̃ =
b̃U ] so that the computational effort growths exponen-
ith the number of users U . Nevertheless, it represents

imum soft output information [4], [5]. In a first stage,
riori information Pr{b̃} is available. The multivariate
onal distribution of r[k] can be expressed by1

(r | b̃) =
1

det(πΦññ)
· e−(r−Rb̃)T Φ−1

ññ(r−Rb̃)

= K · e−(2rT −b̃T R)b̃/σ2
n (5)

K comprises all terms independent from b̃. Inserting
(4) and neglecting the a priori probabilities Pr{b̃}

L(b̂u | r) = log

∑
b̃,b̃u=+1 e(2rT−b̃T R)b̃/σ2

n∑
b̃,b̃u=−1 e(2rT −b̃T R)b̃/σ2

n

. (6)

R’s in (6) represent the input of the u-th channel
r in the first stage. After extracting the extrinsic part
decoder’s output, the joint processor can exploit it as
nformation La(b̂u) in subsequent iterations. Since the
s bu of different users u are statistically independent,
tion between extrinsic LLR’s and a priori probabilities

by [20]

Pr{b} =
U∏

u=1

Pr{bu} =
U∏

u=1

ebuLa(b̂u)/2

1 + eLa(b̂u)/2
. (7)

nominator in (7) does not depend on the value of b̃u

cels when inserting (7) into (6). Hence, the output of
t processor for the second and all subsequent iterations
s

(b̂u | r)

log

∑
b̃,b̃u=+1 e(2rT−b̃T R)b̃/σ2

n
∏U

v=1 eb̃vLa(b̂v)/2

∑
b̃,b̃u=−1 e(2rT −b̃T R)b̃/σ2

n

∏U
v=1 eb̃vLa(b̂v)/2

La(b̂u) +

log

∑
b̃,b̃u=+1 e

(2rT−b̃T R)b̃/σ2
n+

∑U
v=1
v �=u

b̃vLa(b̂v)/2

∑
b̃,b̃u=−1 e

(2rT −b̃T R)b̃/σ2
n+

∑ U
v=1
v �=u

b̃vLa(b̂v)/2
. (8)

sly, L(b̂u | r) can be split into an a priori part La(b̂u)
extrinsic part. The first one has to be subtracted before
al is fed back to the channel decoder that generated it
re Fig. 2).

otational simplicity, we drop the time instance k in the sequel.
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B. Parallel Interference Cancellation

Since the computational effort becomes quickly infeasible
when the number of users increases, the optimum joint pro-
cessor is restricted to very small systems with only a few
users. However, there exist suboptimum approaches whose
complexity growths only linearly with the number of users.
One example is the parallel interference cancellation [21]. It
was chosen because all users are processed parallely in the
same way so that the mutual information in each user stream
is the same. This greatly simplifies the analysis in the next
sections.

The whole receiver structure is depicted in Fig. 3. In the first
stage, the PIC block is passive because no a priori knowledge
is available and the matched filter outputs are directly fed to
the channel decoders. Their outputs are deinterleaved and fed
back as a priori LLR’s La(b̂u[k]). Before they enter the joint
processor, the tanh-function is applied delivering expected
values [20]. The block PIC now performs a simple interference
cancellation according to

b̃u[k] = 4
Es

N0
·


ru[k] −

U∑
v=1
v �=u

tanh
(
La(b̂u[k])/2

)

 . (9)

Obviously, b̃u[k] does only depend on ru[k] and not on the
whole vector r[k]. Assuming that interference has been totally
cancelled, only the noise disturbs the transmission and a log-
likelihood ratio L(b̂u[k] | ru[k]) is obtained by weighting
b̃u[k] with the scalar 4Es/N0. Certainly, this is only an
approximation and not exactly a log-likelihood ratio.

IV. EXIT CHART ANALYSIS

EXtrinsic Information Transfer (EXIT) charts are an appro-
priate mean to analyze the convergence behavior of iterative
schemes. In [14]-[18], various examples for serial and parallel
concatenated codes are presented. In the context of this paper,
we consider a serial concatenation of a joint processor and a
set of independently operating channel decoders (see Figs. 2
and 3). The basic idea behind EXIT charts is the exchange of
mutual information between the components of a concatenated
system. Generally, the mutual information between a binary
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a

and a continuously distributed signal y is defined to

(x; y) = 1 +
1
2
·

∑
d=±1

∫ ∞

−∞
p(y | x = d)

× log
p(y | x = d)

p(y | x = 1) + p(y | x = −1)
dy . (10)

ing the approach of Stephan ten Brink, we assume that
riori LLR’s La(b̂u) can be modelled as a superposition
ransmitted data symbols bu and white gaussian noise

La(b̂u) = nubu + nu . (11)

, nu denotes the white gaussian noise with variance
e mean of La(b̂u) is nu = σ2

a/2 [18]. The mutual
tion between La(b̂u) and the true bu = ±1 is obtained

lying (10)

u); bu) = 1− 1√
2πσ2

a

·
∫ ∞

−∞
e
− (ξ−σ2

a/2)2

2σ2
a log(1+e−ξ)dξ

(12)
ends only on the variance σ2

a. The relation is depicted
4.
mutual information at the input of each component is
modelled in the form of (11). Contrarily, the mutual
tion between bu and the output of a device cannot be
ed in that way. In fact, the probability density p(y | x)
be estimated by calculating a histogram p̂(y | x). In
e obtain 4 different mutual informations:

Ijp
a,u = I

(
La(b̂u); bu

)
(13a)

Ijp
e,u = I

(
L(b̂u | r) − La(b̂u); bu

)
(13b)

ID
a,u = Ijp

e,u (13c)

ID
t,u = Ijp

a,u . (13d)

(13a) describes the mutual information of the u-
t processor input and (13b) the extrinsic part of the
onding output. The latter one is exactly the a priori
tion at the u-th decoder input (see (13c)) because
ving does not affect the information. With the same



argumentation, the information at the u-th decoder output
becomes the u-th contribution to the a priori information of
the joint processor (see (13d))2. The total mutual a priori
information of this device is

Ijp
a =

U∑
u=1

I(La(b̂u); bu) (14)

because the user-specific interleaving ensures independence
between the signals in different user branches and the cor-
responding mutual informations can be simply summed.

V. RESULTS

In order to evaluate the application of EXIT charts to iter-
ative multi-user detection schemes, we consider the following
system model. The information bits are first encoded by a
half rate convolutional code with constraint length Lc = 3
and generators g1 = 58 and g2 = 78. The length of the
interleaver is Lπ = 30000. Pseudo random long codes are
used for spreading with a factor Ns = 4 and U = 4 users lead
to a load of β = 1.

Since all users are affected in the same way by interference
and noise and are processed in a parallel manner, we have
a perfect symmetry and the mutual a priori and extrinsic
informations are identical for all users. Therefore, we use the
average mutual informations

I
jp

a =
1
U

· Ijp
a =

1
U

·
U∑

u=1

I(La(b̂u); bu) (15)

and

I
jp

e =
1
U

·
U∑

u=1

Ijp
e,u (16)

at input and output of the joint processor, respectively. For all
simulations, a maximum number of 10 iterations was carried
out.

A. Optimal Joint Processor

Fig. 5 shows the transfer characteristic of the optimum
joint processor derived in Section III-A for a system load of
β = 1. Obviously, the mutual information strongly depends
on the signal to noise ratio. The higher Es/N0, the larger is
the mutual information at the processor’s output. For perfect
a priori information I

jp

a = 1, the interference is totally
suppressed and we obtain a single-user AWGN system. Hence,
the extrinsic mutual information at the output equals the
channel capacity C(Es/N0). In this case, additional iterations
do not lead to further improvements.

The convolutional code used in our simulations is also
shown in Fig. 5. At low signal to noise ratios, we observe an
early intersection with the trajectories of the joint processor
and iterations get stuck. Fig. 6 shows the EXIT chart at a signal
to noise ratio of 0 dB. Except the starting point that exceeds the

2As opposed to classical turbo decoding where only extrinsic information
is exchanged, we use the entire decoder outputs to provide a priori knowledge
ID
t to the multi-user detector.
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ries a good match between predicted and true behavior
terative process can be observed. The iterative scheme
es up to the intersection of the trajectories.

allel Interference Cancellation

7 shows the corresponding transfer charts for parallel
ence cancellation. Comparing the results with Fig. 5
erve that the slope of the curves is much steeper. The
trinsic information for I

jp

a = 1 is the same as for the
m joint processor but the starting point for low a priori
tion is much worse. While the results are quite similar
low SNR, the differences between the curves increase

er signal to noise ratios and low I
jp

a . This implies that –
ing on the choice of the error correcting code – higher
nd more iterations are needed to get convergence.
corresponding EXIT chart is shown in Fig. 8 for
=̂10 dB. We observe deviations from the predicted
ence behavior and the iterative process gets stuck
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before reaching the intersection. However, a certain prediction
is still possible because the deviations are relatively small.

VI. CONCLUSION

It was shown that EXIT charts are an appropriate mean
to analyze the convergence behavior of iterative multi-user
detection schemes. The mutual information at the output of
the MUD device depends on the signal to noise ratio and
reaches the channel capacity for perfect a priori information.
Applying the optimum joint processor, a tight prediction of the
convergence behavior is possible. For low cost approximations
like the parallel interference cancellations, slight deviations are
observed. However, a less accurate prediction is still possible.

Further work has to be performed on the optimization of
channel codes with respect to a good convergence of the it-
erative scheme. Moreover, successive interference cancellation
prohibiting simple averaging of mutual informations should be
considered. This is especially important for near-far scenarios
or multi-rate systems where the mutual information varies
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