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Abstract—Recently, turbo codes have received great attention due to their
outstanding performance. Unfortunately, a high performance is associated
with large transmission delays prohibiting an application for speech trans-
mission. Hence, the aim of this paper is the comparison of turbo codes em-
ploying short interleavers with convolutional codes in terms of bit error rate
performance and computational effort. Additionally, a pragmatic approach
of bandwidth-efficient turbo-coded modulation is considered. Analyzing the
structure of transmitter and receiver interesting results are presented concer-
ning the design of the mapper. Furthermore, a new very simple soft-output
demodulation algorithm is derived.

In order to compare turbo codes with convolutional codes under realistic
conditions, both are embedded in a DS-CDMA system. Besides this compa-
rison a compromise between a high coding gain (low code rate) and high
Direct-Sequence spreading is worked out including the consideration of the
turbo-coded modulation scheme. Simulation results indicate that turbo codes
with small block interleavers do not outperform conventional convolutional
codes. Furthermore, it is shown that for coherent demodulation low code rates
and low DS-spreading is superior to high code rates and high DS-spreading.
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I. I NTRODUCTION

S
INCE turbo codes (TC) were introduced in 1993 [1], plen-
ty of work has been done on analyzing their amazing per-

formance and their limits as well. The great interest in turbo
codes is motivated by the fact that they perform near the Shan-
non limit. Specifically, a lot of investigation has been carried
out analyzing both the encoder and the iterative decoding pro-
cedure. Meanwhile, many secrets of turbo codes were unveiled,
although still a lot of problems remain.

Turbo codes themselves represent a sophisticated continuati-
on of Forney’s concatenated codes [2]. They consist of parallel
concatenated recursive convolutional codes connected by an in-
terleaver and the overall code rate can be adjusted by puncturing
the redundancy bits of each constituent code. In order to find
optimal constituent codes an analysis of the distance spectrum
of turbo codes supplies design criteria. Concerning the structure
of the inherent interleaver, several attempts show significant per-
formance improvements especially for large interleavers. Howe-
ver, the best method for selecting an optimal interleaver design
has not been comprehensively proven up to now.

Since maximum likelihood decoding requires high computa-
tional costs, a sub-optimum iterative decoding scenario is used.
Here, several optimum and sub-optimum soft-in/soft-out deco-
ding algorithms were derived in order to achieve close to optimal
performance with acceptable decoding effort [3],[4],[5], [6],[7].

In the meantime, the iterative philosophy itself was embedded
in many other environments such as combined equalization and
decoding [8].

Furthermore, the combination of turbo codes with bandwidth-
efficient modulation, termed turbo-coded modulation, outper-
forms the classical trellis coded modulation (TCM) of Unger-
boeck [9] in terms of the bit error rate. Besides first approa-
ches described in [10],[11] there exist even more sophisticated
techniques concatenating TCM-modules in a parallel manner
[12],[13], [14],[15].

Regardless of the specific application, reaching the Shannon
limit seems to be approachable with very large interleavers only
causing tremendous transmission delays and prohibiting an ap-
plication for speech-transmission. In [16], a gap of only 0.7 dB
to Shannon’s limit remains when using a random interleaver of
L = 65536 bits causing a delay of� = 13:65 s at a data ra-
te ofRd = 9:6 kbit/s. This delay comes only from reading and
writing the interleaver and does not include the processing delay
of transmitter and receiver. Nevertheless, the general concept of
concatenated codes in combination with an iterative decoding
scheme allows a significant improvement of the performance of
modern communication systems. Therefore, it is an important
task to investigate whether turbo codes and turbo-coded modu-
lation are still superior to conventional coding concepts under
the constraint of moderate interleaver sizes.

The goal of this paper is to compare the performance of turbo
codes and conventional convolutional codes under the assumpti-
on of approximately equal decoding costs and acceptable equal
transmission delays. Besides this comparison, a pragmatic ap-
proach of a turbo-coded modulation scheme is analyzed. Here,
interesting results concerning the mapping of turbo-coded bits
onto channel symbols and a new very simple soft-output de-
modulation technique are presented. The author uses a Direct-
Sequence Code Division Multiple Access (DS-CDMA) system
as simulation environment because wideband CDMA is chosen
as a multiple access technique for third generation mobile ra-
dio systems based on the UMTS standard. The typical CDMA
environment is studied in order to find a compromise between
DS spreading, channel coding and modulation. Furthermore,
the influence of an imperfect channel estimation on the coding
gain is investigated. All simulations are restricted to an interlea-



ver size ofL = 400 bits leading to an inherent delay of about
� = 83; 3 ms at a data rate ofRd = 9:6 kbit/s. This delay that
is complemented by the processing delay of transmitter and re-
ceiver seems to be acceptable even for speech transmission. At
this point it has to be mentioned that it is not the intention of this
paper to investigate the overall performance of a CDMA system
taking into account substantial techniques like interference can-
cellation or power control. These topics may be of interest in a
next step.

The paper is organized as follows: Section 2 reviews the gene-
ral concept of turbo codes, analyzes their distance properties and
give some guidelines for optimal generator polynomials. Addi-
tionally, the iterative decoding procedure is illustrated briefly.
Section 3 describes a turbo-coded modulation scheme [10], ex-
plains in detail a pragmatic mapping strategy and derives a low
cost demodulation algorithm supplying soft-output values. Sec-
tion 4 treats the simulation model and Section 5 presents the
results.

II. T URBO CODES

A. Structure of the Encoder

The structure of the encoder is shown in Figure 1 [16]. Tur-
bo codes are systematic codes consisting of at least two paral-
lel concatenated constituent codesC1 andC2 connected by an
interleaver�. A code wordc(k) consists of the systematic in-
formation bitd(k) and the redundancy bitsc1(k) andc2(k) of
the constituent encodersC1 andC2, respectively. The interlea-
ver approximately ensures statistical independence of the parity
bits c1(k) andc2(k) which is an important property for the ite-
rative decoding process. As will be shown in the next section,
the interleaver reduces the number of sequences with low Ham-
ming weight ensuring therefore high performance at low signal-
to-noise ratios. Assuming identical constituent codes with rates
Rc1 = Rc2 = 1=n, the overall code rate of the unpunctured
turbo code isRc = 1=(2n � 1). A larger overall code rateRc

can be realized by puncturingc1(k) andc2(k) with respect to
a matrixP (for an example see Table I in Section II-C). Each
column ofP contains2(n� 1) elements associated with the sa-
me number of parity bits of the vector~c(k) = [c1(k) c2(k)]

T .
A zero-element inP indicates that the corresponding bit of~c(k)
is not transmitted. The columns are read periodically one after
another so that puncturing is performed with a period identical
to the number of columns ofP.

d(k)
c1(k) c(k)

c‘ (k)

c2(k)

P

C1

C2

Π

Fig. 1. Structure of the turbo-encoder

B. Analysis of distance spectra

Analyzing the distance properties of a code allows the esti-
mation of the code’s performance by appropriate bounding

techniques. In this paper, we follow the derivation given in
[17],[18],[19]. Due to the linearity of convolutional codes it is
sufficient to compare each sequence with the all-zero-path in-
stead of comparing every sequence with each other. Therefore,
only the Hamming weight of sequences in the trellis has to be re-
garded. If tail bits are appended to the data stream d(k) forcing
the encoder to return into the all-zero-state, the convolutional
code with a terminated trellis can be interpreted as an equiva-
lent block code of finite length L. For such a code, the distance
spectrum or transfer function is defined as

A(W;C;L;R) =
X
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X
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where Aw;c;l;r denotes the number of path in the trellis with
an input weight of w, a weight of the redundancy bits of c, a
total length of l code words and r remergings with the all-zero-
sequence. The total weight of a sequence is then given by d =

w+ c. If we sum up all sequences with the same input weight w
and redundancy weight c considering all error events of length
l and all possible remergings r, we get the following expression
[17]
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with K(l; r) as the number of possibilities to arrange r se-
quences of total length l in a frame of length L.

Determining the transfer function of the entire turbo code re-
quires now the consideration of the specific interleaver. Un-
til now, there exist no prove for an optimal interleaver design
although plenty of work has been spent on this problem. In
[17],[18] the use of a uniform interleaver is proposed. The uni-
form interleaver is a theoretical device that represents an average
of all possible interleaver structures. In practice, there will be at
least one interleaver that performs equal or even better than the
average.

It has to be emphasized that both constituent codes C1 and
C2 always receive input sequences of equal weight because the
interleaver just permutes the input sequence d(k), it does not
flip the bits. Thus, it is advantageous to rewrite (2) as a weight
enumeration function conditioned on a specific input weight w

Aw(C) =
X
c

Aw;c � C
c: (3)

With (3) a good approximation of the conditional weight enume-
rating function of the turbo code is obtained with the expression
[17], [18],[19]
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Due to the multiplication of the transfer functions of each consti-
tuent code all possible permutations of the interleaver are taken
into account. Hence, the result is an average distance spectrum



over all possible input sequences d(k) with weight w. The de-
nominator in (4) describes the number of ways to arrange w in-
formation bits equal to ”1ı̈n a block of length L and performs a
normalization.

Using the distance spectrum in (4) we can approximate easi-
ly the bit error rate of a given turbo code with the well-known
union bound [20]

Pb �

1X
d=df

cd � Pd (5)

with Pd as pairwise error probability of two sequences with
Hamming distance d. cd denotes the total weight of informa-
tion bits for all sequences with Hamming weight d normalized
by L and thus represents the average number of bit errors. The
coefficients cd can be obtained by the relation

cd =
X
w

X
c=d�w

w

L
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For the case of an AWGN channel the pairwise error probability
is given by

Pd =
1

2
� erfc
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dRcEb
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!
: (7)

Incorporating (6) and (7) in (5) we get the same expression as
equation (2) given in [19] where cd corresponds with the fracti-
on Nd ~wd

N
. For the fully-interleaved frequency non-selective Ray-

leigh fading channel, Pd has the form [20],[11]
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Figure 2 depicts in the left diagram the coefficients cd of a
turbo code with an overall code rate Rc = 1=3. Two constituent
codes with generators polynomials (1; 1+D2

1+D+D2 ) are employed.
The diagram on the right hand side illustrates upper bounds on
the corresponding bit error rates. In order to allow a direct com-
parison with convolutional codes, the distance spectrum of a co-
de with constraint length Lc = 9 and rate Rc = 1=3 and the
appropriate bit error rate are also shown. The large constraint
length ensures approximately the same decoding costs for con-
volutional and turbo code.

Regarding the coefficients cd, it becomes obvious that the
number of sequences with a certain total weight occur more sel-
domly in the case of turbo codes than in the case of convolutio-
nal codes. This difference is enlarged with increased interleaver
size. In [19] it is shown that high weight sequences dominate
the bit error rate at low signal-to-noise ratios in the case of con-
volutional codes. In contrast, turbo codes show a dominance of
the free distance asymptote leading to the superior behavior at
low signal-to-noise-ratios as depicted in Figure 2. Even for an
interleaver size of L = 100 there seems to be a slight advanta-
ge of the turbo code for signal-to-noise ratios up to 4 dB. This
advantage is increased with a larger interleaver L = 400.

In contrast to this, the free distance of the convolutional code
(df = 18) is nearly 2.5 times as high as that for the turbo code

(df = 7) with the uniform interleaver. Hence, the asymptotic
coding gain is much higher for the convolutional code as illu-
strated in the right diagram of Figure 2. Here, the steepness of
the BER curves for the convolutional code is much higher for
signal-to-noise ratios above 4 dB. Hence, as stated by Perez et
al. [21], we know that the free distance df of a code is not the
critical parameter for reaching Shannon’s limit. It is rather ne-
cessary to construct codes with extremely few sequences of low
weight to perform well for low signal-to-noise ratios.

At this point, it has to be mentioned that the bounding tech-
nique used for the discussed results is not very accurate for bit
error rates above Pb > 10�2 [11]. Additionally, the determina-
tion of the distance spectrum causes high computational costs if
high weight sequences have to be considered. This effort is even
higher when puncturing is applied because puncturing results
in time-variant codes. Hence, it is recommendable to use this
bounding technique only for low bit error rates where Monte-
Carlo simulations are too expensive. For medium range error
rates Monte-Carlo simulations are to be prefered.

All results described until now have been achieved with the
aid of the uniform interleaver. In general, choosing a specific
interleaver structure is a very difficult task because there exist
no easy construction guides. The computational effort required
for optimizing the interleaver’s structure is such high that up to
now only incomplete results have been published. Concerning
the application of turbo codes for speech transmission, the to-
lerable transmission delay has to be restricted to approximately
100 ms. For this reason, an interleaver size of L = 400 bits
is chosen limiting the performance of turbo codes dramatically.
Fortunately, for such short block lengths even simple block in-
terleavers show acceptable performance above P b = 10�4 [22].
Therefore, simple block interleavers are employed in this article.

C. Design Criteria for Optimal Constituent Codes

After presenting a bounding technique and first comparative
results for turbo codes and convolutional codes, this section de-
scribes some design criteria for constructing good constituent
codes. As derived in [17], systematic and recursive convolutio-
nal codes have to be employed in order to take advantage of an
increased interleaver size. Furthermore, it is shown in [18] that
the effective free distance

deff = 2 + 2 � zmin (9)

is a critical parameter to be optimized. In (9) zmin represents
the minimum weight of the redundancy bits of one constituent
code Ci for an input weight of w = 2. In order to maximi-
ze deff , constituent codes with primitive feedback polynomials
were chosen because they maximize the minimal length of out-
put sequences for an input weight of w = 2. The longer the
output sequence for a w = 2 input sequence, the higher is the
weight of the redundancy bits that can be incorporated into this
sequence. Hence, the other polynomials should be selected in
a way to maximize the Hamming weight of c i with respect to
the recursive polynomial. The specific constituent codes and the
corresponding puncturing matrices used in this article are given
in Table I. The superscript r indicates the recursive polynomi-
al. A list of optimal constituent codes with different constraint
lengths can be found in [18].
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TABLE I

GENERATOR POLYNOMIALS FOR DIFFERENT CODE RATES

Code rate CC, Lc = 9 TC, Lc = 5 P
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As shown in Table I, the overall code rates Rc = 1=2 and
Rc = 2=3 are obtained with constituent codes of rate Rc1 =

Rc2 = 1=2 and appropriate puncturing of the redundancy bits.
For Rc = 1=2, the redundancy bits of both constituent codes
are transmitted alternately, whereas for Rc = 2=3 only every
fourth bit of each encoder is transmitted. The turbo code with
Rc = 1=4 employs constituent codes of rate Rc1 = Rc2 = 1=3

each punctured to a code of rate Rc1 = Rc2 = 2=5.

D. Turbo-Decoder

The last section has analyzed the turbo encoder by an ap-
propriate bounding technique. This section gives now a brief
description of the turbo decoder shown in Figure 3. The two
decoders D1 and D2 corresponding to the constituent codes C1

and C2, respectively, are serially arranged and connected by an
interleaver. Due to this serial concatenation we refer to decoder
D1 as the inner decoder and to decoder D2 as the outer deco-

y(k)

Z2(k)

d(k)

Z1(k)L1(k) L2(k)

D1 Π

Π−1

D2

Fig. 3. Structure of turbo-decoder

der. The extrinsic information Z1(k) of the first decoder D1,
i.e. the information obtained only from the redundancy bits of
C1 [16], can be used as a-priori-information for D 2 and vice
versa. As a consequence, after de-interleaving (��1) the ex-
trinsic information of D2, Z2(k) is passed back to D1 and an
iterative decoding procedure arises. As the decoding algorithm,
the Max-Log-MAP-algorithm is applied [23],[24]. Investigati-
ons have shown that this is an appropriate compromise between
performance, robustness and computational effort [11].

Assuming approximately twice as high computational costs
for iterative soft-in/soft-out decoding of turbo codes in compa-
rison with simple Viterbi decoding of convolutional codes [4],
we can run three decoding iterations if a convolutional code with
constraint lengthLc = 9 is considered 1. The code rate is slight-
ly reduced in case of convolutional coding because more tail bits
are needed to terminate the trellis. This disadvantage can be
compensated by slightly puncturing the convolutional code with
negligible performance loss. The trellis of the first constituent
code is always terminated.

Concerning implementation issues, simulation results indica-
te that the noise power need not to be estimated explicitly. In-
stead, the constant �2 � 0:1 represents an appropriate choice
that corresponds to a signal-to-noise ratio of 7 dB [25], [11].
At high signal-to-ratios, that is, for low bit error rates, nearly
no loss due to the neglected estimation of noise power can be
observed.

1This holds for the constituent codes with a constraint length of Lc = 5 given
in Table I.
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III. TURBO-CODED MODULATION

A. Transmitter

Forward error correction (FEC) coding such as turbo and con-
volutional coding described in the previous sections enlarge the
bandwidth of the transmitted signal by a factor 1=Rc. For strict-
ly band-limited channels or applications prohibiting any band-
width expansion it is necessary to use bandwidth-efficient mo-
dulation schemes. Since the late sixties Ungerboeck’s Trellis
Coded Modulation (TCM) is a well-known means for combi-
ning FEC coding and bandwidth-efficient modulation. Concer-
ning the application in broadband systems such as DS-CDMA
systems the question arises whether it is advantageous to save
bandwidth for DS spreading by employing coded modulation
schemes in order to obtain good correlation properties and hence
good interference suppression instead of spending bandwidth to
FEC coding.

A first approach combining turbo codes with a multilevel mo-
dulation scheme is presented in [10]. The structure of this ap-
proach is illustrated in Figure 4. Due to the desired high spec-
tral efficiency only constituent codes of rate Rc1 = Rc2 = 1=2

are used. Here, m0 unpunctured code words c(k) of the turbo
encoder shown in Figure 1 consisting of 3 bits are arranged in
a parallel manner separating the systematic information bits d
and the redundancy bits c1 and c2 of the constituent codes C1

and C2, respectively. After puncturing the 2m 0 redundancy bits,
the resulting (m �m0)-tuple c0 is combined with m0 informa-
tion bits to an m-tuple u(l) selecting one of M = 2m possible
symbols.

Concerning the mapping of u(l) to a specific symbol s(l),
Figure 6 illustrates that Gray coding offers a gain of more than
2 dB over Ungerboeck’s Set Partitioning [9] for coded 8-PSK.
The latter mapping rule is not suited for this approach because
it neglects the code structure [11]. It is rather advantageous to
perform Gray encoding ensuring that the binary representations
of neighboring symbols differ in 1 bit only (see Figure 5). This
results in a higher average signal-to-noise-ratio after soft-output
demodulation (see section III-B), and consequently, in a lower
bit error rate after decoding [11]. These results might differ for
other signal constellations such as QAM.

Another question affects the mapping of specific bits c i of a
code word c to bits uj of a symbol s(l). Obviously, u1 and u2
possess a lower error probability than u3. To be exact, Perr(u3)
is twice as high as Perr(u1) = Perr(u2). In the case of a coded
8-PSK modulation withRc = 2=3, there exist only two different
possibilities concerning the mapping. In Figure 6, the configu-
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ration labeled with ’System 1’ assigns both information bits of a
symbol to bits u1 and u2 whereas the redundancy bit is mapped
to the most unreliable bit u3. In contrast to this, configuration
’System 2’ assigns the information bits to u2 and u3.

Simulation results indicate that the configuration labeled with
’System 1’ performs significantly better. It gains 0.3 dB over
’System 2’ if Gray encoding is used. Otherwise, the difference
is even higher. Generally, we can state that all bits processed
directly by the inner decoderD1 should be assigned to the most
reliable bits [11]. Using this strategy, the signal-to-noise ratio
at the output of the inner decoder is higher leading to a lower
error rate after the whole decoding procedure. This behavior is
caused by the iterative decoding process and is expected not to
occur in the case of maximum likelihood decoding of the entire
turbo code.

B. Receiver

The separation of encoder and modulator at the transmitter
site results in separate demodulation and decoding procedures
at the receiver as well as shown in Figure 7. Therefore, soft-
output demodulation is required to avoid an information loss
after demodulation. A straight forward realization uses the log-
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likelihood-ratio (LLR) that is known to be an appropriate relia-
bility information [22].

L(uj) = ln
P (uj = 1jx)

P (uj = 0jx)

= ln
P (xjuj = 1)
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+ ln
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P
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In (10), S represents the signal space consisting of M symbols
si. Depending on the specific bit uj the signal space is divi-
ded into 2 sets (S(uj = 1) and (S(uj = 0)) corresponding to
uj = 1 and uj = 0, respectively. For an AWGN channel and
a frequency non-selective Rayleigh fading channel, the LLR is
expressed by

L(uj) = ln
X

si2S(uj=1)

e�
jx��sij2

2�2 � ln
X
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e�
jx��sij2
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where � denotes the complex valued fading coefficient.
The application of the well-known approximation [23]
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X
i
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i
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yields a simplified way of calculating soft output values
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Equation (13) indicates that L(uj) depends only on the mini-
mum Euclidean distances between the received symbol x and
all symbols si corresponding to uj = 1 or uj = 0, respectively.
Incorporating the coordinates a1 and a2 depicted in Figure 5 and
using the abbreviations x0 = Ref��xg and x00 = Imf��xg we
get the following expression for an 8-PSK modulation
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�1

�2

8>>><
>>>:

2a1 � x
00
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00
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�2
(a2 � a1) [jx

0
j � jx00j] : (16)

Assuming that the difference (a2 � a1) is negligible compared
with the sum (a1+a2), we find a new very simple approximation

L(uj) =
�1
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8>>><
>>>:

2a1x
00 j = 1

2a1x
0 j = 2

(a2 � a1)(jx
0
j � jx00j) j = 3 :

(17)

This expression can be easily extended for modulation schemes
of higher orders. There is nearly no additional effort in sup-
plying reliability information because only the real part and the
imaginary part of the received symbol have to be detected. The
conjugate complex coefficient �� indicates the coherent detec-
tion at the receiver. A further motivation for this approach be-
comes obvious by considering the log-likelihood values that are
depicted in Figure 8 and calculated by the MAP-algorithm. Ob-
viously, there is a high degree of symmetry due to the symmetric
arrangement of symbols in the signal space as illustrated in Fi-
gure 5 [11]. Exploiting this symmetry leads to the pragmatic
approach in (17) where L(u1) depends only on the imaginary
part of ��x, L(u2) on the real part and L(u3) on the difference
of the absolute values of both as already indicated in (17). Fur-
thermore, it can be seen from (17) and Figure 8 that L(u 1) and
L(u2) are almost twice as high as L(u3) indicating that u3 pos-
sesses a error probability twice as high as the other bits of a
symbol.

Simulation results shown in Figure 9 illustrate only slight dif-
ferences between the optimal MAP-demodulation [10],[11] and
the pragmatic approach of (17) for 8-PSK modulation. In the ca-
se of 16-PSK modulation (not shown in Figure 9) the difference
increases to approximately 0.3 dB due to the higher density in
signal space. In contrast to hard-decision decoding (labeled with
’HD’ ) a gain of 3 dB for the AWGN channel and of more than
6 dB for the fully-interleaved flat Rayleigh fading channel is ob-
tained.

A further simplification was achieved by replacing the esti-
mated noise variance �2 by a constant value of �2 � 0:1 lea-
ding only to a minor performance loss. Using this approach,
nearly no additional costs are required to supply soft-output in-
formation. Additionally, the interpretation of L fu jg as a log-
likelihood-ratio reduces the computational costs of the decoding
algorithms. Following the concept in [23], no estimation of the
noise variance is necessary.

IV. CDMA SIMULATION MODEL

The last sections presented the principle of turbo codes, a
guideline for choosing good constituent codes, an approach for
combining turbo codes with multi-phase modulation schemes
and a very simple soft-output demodulation algorithm. In or-
der to verify the performance of these methods in comparison
with conventional coding techniques, they are now embedded
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Fig. 9. Bit error rates for different soft-output demodulation algorithms for AWGN and fully-interleaved frequency non-selective Rayleigh fading channel

in a mobile radio system based on the CDMA multiplex tech-
nique. Figure 10 shows the structure of the simulation model.
The data stream d(k) of rate of Rd =9.6 kbit/s is first encoded
by the channel encoder employing conventional convolutional
codes (CC) or turbo codes (TC) as described above. After inter-
leaving the code words c(k), they are mapped to PSK-symbols
s(l). Direct-Sequence spreading is performed separately for in-
phase and quadrature component using Gold Codes of periods
31, 63 and 127.

As shown in Table II, different parameter configurations
are applied in order to find a good compromise between DS-
spreading and channel coding. In the case of an uncoded trans-
mission the bandwidth is increased by a factor 127 solely by
DS-spreading. By applying channel coding, this bandwidth ex-
pansion is reduced by a factor equal to the code rate R c. As a
consequence, all system configurations maintain approximately
the same processing gain of GP � 63.

As applied in the down-link of the QUALCOMM-system, an
unmodulated pilot signal is added. It possesses a power 6 dB
higher than the power of the data signals to ensure synchroni-
zation. Furthermore, it is used for channel estimation once per
symbol duration [26], [11]. The mobile radio channel is mo-
deled as a four-path Rayleigh fading channel with a maximum
Doppler frequency shift of fdmax = 200 Hz at a carrier fre-
quency of f0 = 900 MHz. In order to spread bursty errors into

TABLE II

PARAMETER CONFIGURATION

Modulation Channel interleaver DS-Spread GP

QPSK uncoded 127 63.5

QPSK CC: 18x45

Rc = 1=2 TC: 10x80
63 63

QPSK CC: 36x45

Rc = 1=4 TC: 20x80
31 62

8-PSK

Rc =
2
3

TC: 10x60 127 63.5

single errors channel interleavers with dimensions shown in Ta-
ble II are used. The specific number of rows depends on the
code rate and the constraint length of the actual code. For the
convolutional code as well as for turbo codes a = Lc=Rc rows
is a good choice. Depending on a, the number of columns b
was determined in a way to obtain the same total delay for all
configurations. The turbo code with its inherent interleaver of
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20 rows and 20 columns causes a total transmission delay of
83 ms. Concerning the code rate Rc = 1=2 this delay is not
increased by a channel interleaver with a = Lc=Rc = 10 rows
and b = 80 columns. The corresponding interleaver for the con-
volutional code has the dimension of 18 rows and 45 columns.
This choice results in a time spacing between two successive
bits of �t = 2:34 ms that suffices for a coherence time of the
channel of tc = 2:5 ms.

V. SIMULATION RESULTS

This paper pursues two goals: First, turbo codes are to be
compared with convolutional codes under the constraint of ap-
proximately the same computational decoding effort and small
turbo code interleavers. Second, a compromise between a high
coding gain (low code rate) and high Direct-Sequence spreading
should be worked out. A high DS spreading factor ensures bet-
ter correlation properties and thus yields a better suppression of
interference due to multi-path propagation and multi-user inter-
ference. This advantage is attached with a high code rate and
consequently a small coding gain.

Figure 11 illustrates the bit error rates for convolutional co-
des, turbo codes and turbo-coded modulation for different code
rates. Concerning the convolutional codes, no differences for
1/2-rate and 1/4-rate coding can be observed. The Turbo-Code
with rate 1/4 performs as well as the latter ones, whereas the
rate 1/2-Turbo-Code has a lower performance. Other authors in
[27],[28],[29] presented results where the performance of turbo
codes is slightly better than the one of a constraint lengthL c = 5

CC depending on the specific channel model. Although a com-
parison to these results is somewhat difficult due to different

system configurations, these results may support our conclusi-
on that the turbo codes considered in this paper and a CC with
Lc = 9 have approximately the same performance. The convo-
lutional code with constraint length Lc = 9 was chosen in order
to ensure only twice as high decoding costs.

The turbo-coded 8-PSK loses up to 1 dB over the other confi-
gurations caused by a higher signal density in combination with
a lower coding gain. Moreover, the 8-PSK modulation is more
sensitive to phase shifts due to the fading process. These disad-
vantages cannot be compensated by better correlation properties
of high DS spreading [11].

Surprisingly, only a small difference between code rates of
Rc = 1=4 and Rc = 1=2 occurs. In order to investigate this
effect in more detail, we found that the accuracy of the chan-
nel estimation has a significant influence on the coding gain.
Although the pilot signal is transmitted with a higher power in
comparison with the data signals, the signal-to-noise-ratio is still
too low for an accurate estimation. A better suppression of the
background noise can be achieved by averaging e.g. ten estima-
ted channel coefficients [11]. For a maximum Doppler frequen-
cy of fd max = 200 Hz - this corresponds with a coherence time
of the channel of�tc = 1

2�fd max
= 2:5ms - the channel is near-

ly time-invariant for a duration of ten symbols (� 1 ms). This
holds even for a carrier frequency of f0 � 2 GHz doubling the
maximum Doppler frequency. For channels fading much faster
than fd max = 400 Hz further investigations have to be carried
out.

An illustration is given in Figure 12 depicting the bit error ra-
tes for perfectly known channel coefficients, non-averaged and
averaged estimated coefficients. Concerning the latter approach
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Fig. 11. Bit error rates for a 4-path Rayleigh fading channel and different coding
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10 estimated coefficients were averaged. Obviously, the accura-
cy of the channel estimation strongly determines the performan-
ce of channel coding. Averaging ten estimated values leads to
a gain of 3 dB over the non-averaged estimation, there remains
only a loss of 1 dB over perfectly known coefficients.

Additionally, a code rate of 1/4 with a spreading sequence of
length 31 now outperforms the code with rate 1/2 and a sprea-
ding sequence with period 63 by 1 dB at a BER of 10�4. These
results lead to the conclusion that the advantages of powerful
channel codes with low code rate can only be exploited by an
accurate estimation of the channel state. The difference between
perfectly known coefficients and conventional estimation for the
coded 8-PSK modulation is only 1 dB, so additional averaging
will not result in large gains and is therefore not considered here.

Finally, the performance is checked under the consideration
of ten additional users causing multi-user interference. Additio-
nal users have been explicitely simulated and were not conside-
red by the gaussian approximation. As can be seen in Figure 13,
the difference between rate 1/4 and rate 1/2 coding is reduced.
The longer Gold-sequence of length 63 (s. Table II) ensures a
better estimation of the channel and a better suppression of ad-
ditional interfering user signals. Concerning the coded 8-PSK
the unsatisfying performance is obvious.

VI. CONCLUSION

Concerning the specific conditions underlayed in this paper
turbo codes are not superior to convolutional codes. One reason
is the use of simple block interleavers and the restriction of the
interleaver size to 400 bits allowing an application for speech
transmission. In contrast to other publications, turbo codes have
been compared with powerful convolutional codes of constraint
length Lc = 9. Nevertheless, optimizing the turbo code, e.g. by
an advanced interleaver structure, will lead probably to a perfor-
mance improvement but the advantage is expected to be small
for short interleavers. Furthermore, the turbo-coded 8-PSK mo-
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Fig. 12. Bit error rate for perfectly known and estimated channel coefficients
and turbo codes, (1) TC with Rc = 1=4, (2) TC with Rc = 1=2
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dulation described here is not attractive in a spread spectrum
system. It is rather advantageous to decrease the code rate and
to shorten the DS-spreading. In order to take advantage of mo-
re powerful codes, an accurate channel estimation is necessary.
This can be realized by averaging an appropriate number of esti-
mated channel coefficients leading to a performance gain up to
3 dB. Additional simulations have to be carried out in order to
corroborate the presented results for different interleaver sizes
and maximum Doppler frequencies.
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