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ABSTRACT

Iterative decoding of a serial concatenated coding scheme
consisting of an outer convolutional code and M -ary or-
thogonal Walsh modulation as inner Walsh-Hadamard
block code in an OFDM-CDMA system is applied. New
aspects arise because OFDM enables the iterative decod-
ing structure to exploit time as well as frequency diver-
sity of a mobile channel. Moreover, the paper points out
the low complex symbol-by-symbol maximum a posteriori
(SS-MAP) decoding of Walsh-Hadamard block codes. Be-
sides the derivation of the log-likelihood-ratio used for SS-
MAP Walsh-Hadamard decoding, simulation results are
shown for a differently interleaved indoor channel. They
confirm the iterative decoding property to benefit from se-
lectivity in time as well as frequency direction.

I. INTRODUCTION

One interesting candidate for future mobile communication
systems is the combination of Orthogonal Frequency Divi-
sion Multiplexing (OFDM) with code division multiple ac-
cess (CDMA) [1, 2] leading to diversity with additional user
separation. In recent publications, we proposed the applica-
tion of M -ary orthogonal Walsh modulation [3] for an indoor
OFDM-CDMA uplink transmission. M -ary orthogonal Walsh
modulation can also be viewed as a systematic linear Walsh-
Hadamard (WH) block code with code rate log2(M)=M . This
interpretation opens a completely new point of view especially
with additional convolutional coding (CC) [4]. In this sense,
combining CC and Walsh modulation represents a serial con-
catenated coding scheme (SCCS): the CC as an outer code and
the Walsh modulation as an inner block code. Hence, the sys-
tem proposed is one possibility of low rate coding which is
required in CDMA uplink systems with inherent high multiple
access interference (MAI)1. Other well-known schemes are,
e.g., the QUALCOMM system (that is based on single carrier
Direct Sequence (DS)-CDMA and also uses M -ary orthogo-
nal Walsh modulation) or systems with one single powerful
low rate channel code [5].
In contrast to these systems, the proposed one (i) incorpo-
rates a serial concatenation of codes, and (ii) it is embedded
in OFDM-CDMA. Due to these differences, some important
new aspects arise. First, the decoding of the Walsh-Hadamard
block code merely works in frequency direction, whereas the
decoding of the outer CC is mainly arranged in time direction.

1Due to asynchronous received user signals, CDMA uplink transmission sys-
tems uses non-optimized Pseudo-Noise (PN)-sequences for user separation.

Therefore, in case of mobile channels, the proposed SCCS
benefits from the selectivity of the channel in frequency as well
as time domain (e.g. large interleaver sizes can be avoided in
case of low Doppler frequencies). Moreover, the system per-
formance for a SCCS can be improved by iterative decoding.
Results for the application in the above mentioned single car-
rier DS-CDMA based QUALCOMM system show promising
performance gains [6]. Finally, in order to carry out symbol
by symbol maximum a-posteriori (SS-MAP) decoding of WH
block codes, we can use the Fast Hadamard Transform (FHT),
i.e. MAP decoding of these block codes can be implemented
with very low complexity.
The main objective of this paper is to examine iterative de-
coding, arranged in frequency and time domain, for a SCCS
of CC and M -ary orthogonal Walsh modulation in an OFDM-
CDMA based transmission. In particular, we will derive the
log-likelihood-ratio (LLR) that is necessary for SS-MAP
Walsh-Hadamard decoding. In the recent few years, a lot of
work has been done to compare conventional Non-Systematic
convolutional codes (NSC) with Recursive Systematic convo-
lutional codes (RSC). This gives us rise for analyzing RSC
and NSC codes in the proposed iterative decoding scheme. Fi-
nally, in order to show the two dimensional exploitation of the
iterative decoding structure, the examination is accomplished
by Monte-Carlo simulation results for a differently interleaved
indoor channel. For comparison, we will also present results
for a standard OFDM-CDMA system with BPSK modulation
[2] instead of M -ary orthogonal modulation viewed as WH
block code.
The paper is organized as follows: In section II, the SCCS em-
bedded in the OFDM-CDMA system is presented. The deriva-
tion of the input LLR, and the description of the iterative de-
coding scheme are given in section III. Section IV deals with
the Walsh-Hadamard SS-MAP decoding. In section V, simula-
tion results are presented, and section VI concludes the paper.

II. SCCS WITH AN OFDM-CDMA TRANSMITTER

An OFDM-CDMA transmitter with channel encoding and
Walsh modulation is illustrated in fig. 1. For simplicity, one
of J active users is shown and corresponding subscripts are
omitted.
The data bits d2f0; 1g, each of duration Td, are convolution-
ally encoded with code rate Rc = K=N . The input of the
encoder is a sequence d of K subsequent data bits and the
output is the encoded bit sequence ~b of N bits, each with du-
ration Tb = Rc Td. In order to analyze the proposed system,
we apply familiar NSC [7] or RSC codes [8]. After block inter-
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Figure 1: SCCS and OFDM-CDMA transmitter

leaving (�t) in time domain the encoded bits are serial/parallel
converted to groups of log2(M) bits each. The Walsh mod-
ulation maps the log2(M) encoded bits to one correspond-
ing Walsh symbol (vector) wm = [wm

0 ; w
m
1 ; : : : ; w

m
M�1]

T ,
m2f0; : : : ;M � 1g including M Walsh chips
wm
�
2 f�1g; � = 0; : : : ;M�1. Each of theM parallel Walsh

chips has a duration of T = log2(M)Tb.
In contrast to the application of the Walsh modulation in DS-
CDMA based systems [6, 9], be aware that for the considered
OFDM-CDMA system each Walsh symbol is arranged in fre-
quency direction. Furthermore, the Walsh modulation can also
be interpreted as a systematic block code (Walsh-Hadamard
block code) of rate log2(M)=M and Hamming-distance M=2

[5]. Each Walsh symbol (Walsh-Hadamard codeword) con-
tains log2(M) systematic bits b� at positions

sys(�) =
1

2�+1
M; � = 0; : : : ; log2(M)� 1; (1)

with Walsh chips (Walsh-Hadamard code symbols)

wm
sys(�) = (�1)b� ; b�2f0; 1g: (2)

In order to obtain the symbols to be transmitted, the WH code
symbols are replicated into Np copies. Each branch of the
parallel stream is then multiplied with one chip of the user
specific PN-code ci 2f�1=

p
NMg; i = 0; : : : ; NM � 1, and

NM indicates the number of used subcarriers.
For the j-th user, we obtain the vector sm;j

s
m;j = [s

m;j
0 ; : : : ; s

m;j
NM�1

]T ; s
m;j
i = ~w

m;j
i � cji (3)

with ~w
m;j
i = wm;j

� ; 8 � = bi=Npc; m; j. The interleaver
(�f ) scrambles sm;j and passes it onto the OFDM modulator.
Finally, OFDM modulation includes the IDFT and inserts the
guard interval between adjacent OFDM symbols.
Note that for the proposed transmission, log2(M) systematic
bits b� are always mapped to one corresponding OFDM sym-
bol. In this context, NM = M � Np, i.e. the number of sub-
carriers NM will be increased if the product M � Np will be
raised. Moreover, for an unchanged entire bandwidth, this pro-
posed mapping on an OFDM symbol will result in reduced
mismatching if M is raised.
Due to the insertion of the guard interval, each subcarrier is
affected by only one channel transfer coefficient [2]. For an
uplink transmission scenario, the i-th coefficient for each user
j is given by Hj

i , where Hj
i is complex valued Gaussian dis-

tributed. For the remainder of the paper, we assume coherent
reception with perfectly known channel coefficientsH 0

i for all
subcarriers i of user j = 0. The other active users are received

asynchronously2.

III. COHERENT OFDM-CDMA RECEPTION WITH
ITERATIVE DECODING

The receiver with iterative decoding is shown in fig. 2. The
OFDM-CDMA receiver (shadowed block) includes the OFDM
demodulation, deinterleaving (��1

f ), multiplication with the
user specific code, one tap equalization, and correlation of Np

subcarriers [2]. Finally, since the Walsh-Hadamard code sym-
bols are real-valued, we take the real part.
Reception for the user j = 0 is assumed. With (3) the compo-
nents of vector v can be expressed by

v� =

(�+1)Np�1X
i=�Np

Re

8<
:c0i sm;0

i G0
i +

J�1X
j=1

c0i s
m;j
i G

j
i + c0iEini

9=
;
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�

X
i
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�
G0
i

	
NM| {z }
�

+
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�

X
i

Re
n
�Gj

i

o
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�

+
X
i

Re fEinigp
NM| {z }

�

; (4)

where Ei indicates the equalization coefficient of the i-th sub-
carrier, Gj

i = EiH
j
i the equalized channel coefficient and

�;m2f0; : : : ;M � 1g. If we assume independent adjacent
fading subcarriers ensured by perfect frequency interleaving
(�f ) as well as independent user signals, the interference terms
� and � can both be considered as real-valued zero mean Gaus-
sian noise with variance �2� and �2� by applying the central
limit theorem. Consequently, the total relevant Gaussian noise
has a variance equal the sum of �2� and �2� .
The MAP decoder for the Walsh-Hadamard block code ap-
plied here uses LLR’s as input signals. In order to derive the
LLR L� we benefit from the knowledge that signal (wm;0

� )
suffers from fading (�) and disturbance by real-valued AWGN
(�, �) [2, 10] which is given by

L� = ln
P (v�jwm;0

� = +1)

P (v�jwm;0
� = �1)

� 2
�

�2� + �2�
v�: (5)

2We assumed delay times of the other active users that equals an integer mul-
tiple of the OFDM sampling time. Hence, the reception can also be inter-
preted as quasi-synchronous.
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Figure 2: Coherent OFDM-CDMA receiver and iterative decoding scheme

We assume a non-dissipative channel (EfjHj
i j2g = 1;8 i; j,

where E indicates the expected value). With (4) and (5) the
LLR results in

L� � 4
Es

N0

1

1 + J�1
NM

Es
N0

1
NM

P
iRe

�
EiH

0
i

	
1

NM

P
i jEij2

v�; (6)

where Es is the energy of a WH code word in the bandpass,
andN0=2 indicates the two-sided noise spectral density. More-
over, we take into account the well-known equalization scheme
maximum ratio combining (MRC) [2]. In order to estimate
the coefficients, pilot based estimation in one or two dimen-
sions [2] is possible. Due to the orthogonality of the Walsh-
Hadamard code words, the first code symbol always equals
+1, and dependent on the amount of spreadingNp, this known
information can here be used for pilot tones3. In this pa-
per we regard MRC with perfectly known coefficients, thus,
Ei = (H0

i )
�. The derivation of the LLR is then accomplished

by the expression

L� � 4
Es

N0

1

1 + J�1
NM

Es
N0| {z }

Lc

v�; (7)

where Lc is called reliability of the channel.
The iterative decoding structure is a serial decoding scheme
[6] being similar to the scheme introduced in [8], and is shown
in detail in fig. 2. It consists of two symbol-by-symbol MAP
(SS-MAP) decoders, where the inner one represents a special
SS-MAP decoder for the systematic Walsh-Hadamard block
code. This means, in order to carry out the decoding process,
we can use the efficient Fast Hadamard Transform FHT being
a major advantage because of low decoding complexity. The
outer SS-MAP decoder is based on the MAP decoding algo-
rithm introduced in [12] and in contrast to the modified algo-
rithm in [8] it delivers soft information for the information bits
as well as for the code bits. Both decoders are working in the
logarithmic domain and therefore require input LLR’s. From
[10] we know that the LLR’s given in (1) consists of three
parts:

LI(b̂�) =Lcvsys(�) + LIa(b�) + LIe(b̂�)

LO(b̂�) =Lcvsys(�) + LOa (b�) + LOe (b̂�): (8)

In the first part, Lc indicates the channel reliability. The sec-
ond one is the a-priori information LI

a(b�) for the decoded
bit of the inner code, and LO

a (b�) for the coded bit of the

3The application of WH block codes also offers the possibility of channel
phase estimation based on decision-directed estimation without required pi-
lot tones. This method is investigated in [11].

outer code. Finally, we obtain the extrinsic LLR’s, LI
e(b̂�)

and LOe (b̂�), gleaned from the decoding process for the de-
coded/coded bit, respectively. In the first iteration, no a-priori
information is available, whereas for the iteration steps follow-
ing the extrinsic information delivered by the inner decoder is
used as a-priori information for the outer decoder, and vice
versa. Thus, we obtain

LIa(b�)
!
= LOe (b̂�)

LOa (b�)
!
= LIe(b̂�): (9)

IV. SS-MAP DECODING OF WALSH-HADAMARD
BLOCK CODES

SS-MAP decoding of block codes with low decoding com-
plexity is still an open problem, and there exist different de-
coding algorithm or implementations. Some significant exam-
ples are the trellis implementation, the dual code method, and
the direct implementation [10]. Since we use WH block codes,
it is possible to meet the requirement of low decoding com-
plexity by applying the FHT embedded in the MAP-decoding
structure.
Furthermore, besides the foregoing mentioned general decod-
ing implementations, we can use special Walsh-Hadamard-
MAP decoding structures first introduced in [13], enhanced
in [6] for iterative decoding in DS-CDMA systems, and intro-
duced in [14] for coherent OFDM-CDMA transmission with
Viterbi decoding. All these algorithms have in common that
the evaluation of the output LLR proceed from the knowledge
of the inherent probability density functions, and uses the di-
rect signal v� instead of the corresponding LLR as input.

In this paper, we focus on the direct implementation of system-
atic block codes [6, 10], where especially for Walsh-Hadamard
codes the SS-MAP decoding rule can be expressed by4

LI(b̂�) = ln

P
wm"CI ; b�=+1

P (wjv)
P

wm"CI ; b�=�1

P (wjv)

= ln

P
wm"CI ; b�=+1

exp( 1
2

FHTfL(w�; v�)g)
P

wm"CI ; b�=�1

exp( 1
2

FHTfL(w�; v�)g)
; (10)

with

L(w�; v�) =

�
Lcv� + LIa(b�) for � = sys(�);

Lcv� else.
(11)

4In comparison to (2), the coded bits b� can have values f�1;+1g by map-
ping 0! 1 and 1! �1.



Eq. (10) shows the inherent application of the FHT in the
MAP-decoding implementation, where it is used to carry out
the correlation operation.

The approximation ln(ex1 + ex2) � max(x1; x2) can be used
in order to further reduce the complexity of the MAP decoding
algorithm in (10). Then we obtain the simple expression [6]

LI(b̂�) '
1

2
max
wm"CI;

b�=+1

FHTf�g � 1

2
max
wm"CI ;

b�=�1

FHTf�g:
(12)

V. SIMULATION RESULTS

Detailed results concerning the trade-off between convolutio-
nal coding of rate Rc, WH block coding, and simple replica-
tion Np were presented in [14] when straight-forward Viterbi
decoding is applied. For the analysis of the iterative decod-
ing scheme, we choose Rc = 1=2, M = 64, and Np = 4

throughout the presented simulations. Termination of the con-
volutional code is performed for 18 � 32 = 576 code bits, and,
hence, the influence on the code rate of the tail bits can be ne-
glected. Moreover, in order to avoid high complexity, we ap-
ply the MAX approximation (12) for the decoding of the WH
block code and the MAX-LOG-MAP decoding algorithm for
the convolutional codes [10].
For all cases, J = 8 active users are taken into account and
perfect channel estimation as well as perfect synchronization
is assumed for the user concerned.
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Results for an RSC code as well as an NSC code are plotted in
fig. 3 when perfect interleaving in time (�t) as well as in fre-
quency (�f ) direction is considered. The results indicate that
RSC codes perform better at small �Eb=N0, and at large �Eb=N0

it is the other way around [8] (be aware that �Eb denotes the bit
energy at the output of the outer decoder).
Furthermore, independent of the code used, note the gain of
about 0:7 dB for the second and approximately 1:0 dB for the
fourth iteration at a BER of 10�3. For comparison, a concate-
nation of an NSC code with Rc = 1=2, BPSK modulation
and simple replication (Np = 24), i.e., the standard OFDM-
CDMA system with convolutional coding [2], leads to an un-
acceptable BER.

For an uplink indoor channel differently interleaved, fig. 4
shows the BER using an RSC code and iterative decoding
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with four iterations. The indoor channel is related to the Euro-
pean HIPERLAN/2 standardization. In particular, we assumed
a very low Doppler frequency of 9 Hz, a coherence bandwidth
of approx. 1:8MHz, and a total bandwidth of 25 MHz. There-
fore, the fading on each subcarrier as well as the fading be-
tween the subcarriers is highly correlated, resulting in burst
error structures. Four cases of interleaving are considered: (1)
random frequency (�f ) and a 18x32 block time interleaver
(�t), (2) merely sufficient in time, (3) merely sufficient in fre-
quency, and (4) sufficient in time as well as frequency.
Note, although we use a powerful outer CC in time direc-
tion, and a less powerful inner block code in frequency direc-
tion, the system sufficiently interleaved in frequency direction
outperforms the one sufficiently interleaved in time domain.
Thus, the inner system, and, hence, the achievable diversity
gain in frequency direction mainly determines the overall sys-
tem performance. There exists only a small loss for the suf-
ficiently frequency interleaved system in comparison with the
two domain perfectly interleaved one.
The results for the random frequency and block time inter-
leaver confirm the extreme sensitivity of existing channel de-
coding algorithm to burst error structures caused by the in-
door scenario (Not shown in the figure, only less gain can be
achieved by iterative decoding in this case).
Fig. 4 also shows the results for BPSK modulation, and again,
they emphasizes the tremendous loss compared to the appli-
cation of M -ary orthogonal Walsh modulation viewed as WH
block code.

VI. CONCLUSIONS

In this paper, we examined iterative decoding of serial con-
catenating an outer convolutional code and M -ary orthogonal
Walsh modulation as an inner linear block code in an OFDM-
CDMA system. Since the outer code mainly works in time
direction and the Walsh-Hadamard block code is exclusively
arranged in frequency direction, the new aspect arises that the
iterative decoding scheme exploits the time as well as the fre-
quency domain. In this context, we gave a derivation of the
input LLR for SS-MAP decoding of Walsh-Hadamard block



codes.
Simulation results for RSC as well as NSC codes show a gain
of about 1 dB in �Eb=N0 (BER=10�3) for the fourth iteration
assuming a perfect interleaved Rayleigh fading channel. The
analysis for a different interleaved indoor mobile channel in-
dicate the robustness of the proposed two dimensional coding
scheme against very slowly fading or non-frequency selective
channels, and, thus, enhance the system property to benefit
from time as well as frequency selectivity.
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Fachgespräch, Braunschweig, Germany, September 16–17
1997. In German language.

[4] A. Dekorsy and K.D. Kammeyer. A new OFDM-CDMA Up-
link Concept with M-ary Orthogonal Modulation. European
Trans. on Telecommunications, 1999. Accepted.

[5] A.J. Viterbi. Very Low Rate Convolutional Codes for Maxi-
mum Theoretical Performance of Spread–Spectrum Multiple–
Access Channels. IEEE Journal on Selected Areas in Comms,
8(4):641–649, May 1990.

[6] R. Herzog, A. Schmidbauer, and J. Hagenauer. Iterative De-
coding and Despreading improves CDMA-Systems using M-
ary Orthogonal Modulation and FEC. In Proc. IEEE Interna-
tional Conference on Communications (ICC), volume 2, pages
909–913, Montreal, June 8–12 1997.

[7] J.G. Proakis. Digital Communications. McGraw–Hill, 3-rd edi-
tion, 1995.

[8] C. Berrou, A. Glavieux, and P. Thitimajshima. Near Shannon
Limit Error-Correcting Coding and Decoding: Turbo-Codes(1) .
In Proc. IEEE International Conference on Communications
(ICC), pages 1064–1070, Geneva, Switzerland, May 1993.

[9] M. Benthin, K.D. Kammeyer, R. Mann Pelz, and D. Nikolai. On
the Optimisation of a Noncoherent CDMA System Based on M-
ary Orthogonal Modulation. European Trans. on Telecommuni-
cations, 9(6):497–506, November/December 1998.

[10] J. Hagenauer, E. Offer, and L. Papke. Iterative Decoding of
Binary Block and Convolutional Codes. IEEE Trans. on Infor-
mation Theory, 42(2):429–445, March 1996.

[11] A. Dekorsy and K.D. Kammeyer. M-ary Orthogonal Modula-
tion for Multi-Carrier Spread-Spectrum Uplink Transmission.
In Proc. IEEE International Conference on Communications
(ICC), volume 2, pages 1004–1008, Atlanta, June 7–11, 1998.

[12] L. R. Bahl, J. Cocke, F. Jelinek, and J. Raviv. Optimal Decod-
ing of Linear Codes for Minimizing Symbol Error Rate. IEEE
Trans. on Information Theory, IT(20):284–287, March 1974.

[13] M. Benthin and K.D. Kammeyer. Viterbi Decoding of Con-
volutional Codes with Reliability Information for a Noncoher-
ent RAKE-Receiver in a CDMA-Environment. In Proc. IEEE
Global Conference on Communications (GLOBECOMM),
pages 1758–1762, San Francisco, USA, November/December
1994.

[14] A. Dekorsy, S. Fischer, and K.D. Kammeyer. Maximum Like-
lihood Decoding of M-ary Orthogonal Modulated Signals for
Multi-Carrier Spread-Spectrum Systems. In Proc. IEEE Int.
Symp. on Personal, Indoor and Mobile Radio Communications
(PIMRC), Boston, USA, September 1998.


