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ABSTRACT

In this contribution a new noise reduction scheme for
multi-microphone speech enhancement, calledAdaptive
Post-filter Extension for Superdirective beamformers
(APES), will be introduced, The combination of the su-
perdirective beamformer and the adaptive post-filter has
a great potential to suppress diffuse noise. It also outper-
forms all related algorithms in terms of noise reduction,
without increasing signal cancellation. Additionally, a
new and easy-to-implement estimator of the post-filter
transfer function will be given.

1. INTRODUCTION

Multi-microphone techniques are a growing research
field, since beamformers and related techniques have a
great potential for noise reduction by using spatial in-
formation in adverse environments. However, the array
design is often restricted by the dimension of the array.
Therefore, solutions with a small array aperture are im-
portant. One well-known solution is the superdirective
design, but the potential of noise reduction is limited by
the number of microphones and the steering direction
[1]. On the other hand, post-filter structures have a great
potential for noise reduction, provided that the inherent
beamformer can reduce the noise [2]. In the following
section we will present a new combination of these two
algorithms calledAdaptivePost-filterExtension forSu-
perdirective beamformers (APES). In section three we
will show that the new algorithm outperforms all related
algorithms in terms of noise reduction. Additionally, our
new scheme produces less signal degradation than other
adaptive algorithms.

2. ALGORITHM

The standard implementation of a directivity-controlled
version of the post-filter transfer function is given by [2]

(for brevity, the frequency variable! is omitted)
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wherePXiXj
, PYbYb and N denote the cross power spec-

tral density (CPSD) of the input signal, the auto-PSD of
the beamformer output, and the number of microphones,
respectively. In small array apertures the delay-and-sum
beamformer cannot suppress noise at lower frequencies
and therefore, the post-filter cannot suppress noise either.
Unfortunately, the coefficients of superdirective beam-
formers lead to unstable transfer functionsW , as shown
in [2].
This contribution addresses the design of post-filter struc-
tures, where the properties of superdirective beamform-
ers can be used for further noise reduction in the post-
filter transfer function. Our new algorithm consists of
three parts (see figure 1):

� A standard delay-and-sum beamformer and a post-
filter W0(!)

� A superdirective extension (lower path)

� A second post-filterW1(!)

The post-filter transfer functionW0(!) is estimated ac-
cording to equation (1) andai = 1=N .
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In order to reduce the computational complexity we can
rewrite the nominator by using the beamformer output



Figure 1: Block diagram of a GSC-like superdirective and post-filter beamformer in a frequency domain implementation

Yb(!). The PSD ofYb(!) is given by
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and therefore, the double-sum of the numerator can be
expressed in terms of the APSDs of the input signalXi(!)
and the beamformer outputYb(!).
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The computational power for the estimation process of
the numerator reduces fromN

2
�N
2

to N and we save
computational power starting fromN = 3.
If the aperture of the sensor array is small, this part of the
algorithm can only suppress higher frequencies in diffuse
or reverberant noise fields [3]. In order to suppress noise
at lower frequencies an extension is necessary.
The second part of the algorithm is a superdirective ex-
tension of the delay-and-sum beamformer. The mathe-
matical background and the design procedure of this new
scheme can be found in [4]1. The idea can be explained
as follows: Cox et al. [1] have shown that the design
of superdirective beamformers and Frost’s adaptive al-
gorithm [5] are based on the same optimization criterion.
Thus, the Frost-algorithm converges to the superdirective
beamformer in an isotropic (diffuse) noise field. Further-
more, Buckley [6] has shown that the Frost-algorithm is
equivalent to the generalized sidelobe canceller (GSC)

1You can download all papers fromhttp://www.comm.uni-
bremen.de/pub/

[7] under special conditions. Therefore, it is possible to
implement the superdirective beamformer in a GSC-like
structure having fixed filters in the sidelobe path. These
filters can be computed in advance by using the Wiener
optimization criterion. The new structure has the advan-
tage of reduced complexity, since the fixed filtersHi are
real- or imaginary-valued only. Furthermore, the delay-
and-sum beamformer output is available without the ad-
ditional superdirective part.
The second post-filter can be estimated by

Ŵ1 =
PZZ(!)

PYbYb(!)
(6)

wherePZZ is the PSD of the superdirective beamformer.
This transfer function leads to 1 at higher frequencies,
as the superdirective beamformer and the delay-and-sum
beamformer perform equally at higher frequencies. On
the other hand, at lower frequencies the transfer func-
tion tends to zero, as the superdirective beamformer sup-
presses the spatially correlated diffuse noise field in con-
trast to the delay-and-sum beamformer. Furthermore, the
estimation depends on the signal-to-noise ratio (SNR): if
the SNR is high, the transfer function tends to 1, and at a
low SNR it is close to zero.
The two post-filter transfer functions can be combined by
multiplication and the result should be restricted to

0:05 � Ŵ0 � Ŵ1 � 1

for better speech quality.
Therefore, the complete structure depicted in fig. 1 has
three outputs for further extensions: a delay-and-sum
beamformer signal, a superdirective beamformer output,
and an adaptive broad-band noise reduced output.

3. SIMULATION AND RESULTS

Our simulation system consists of three parts. In a first
step the original signals (speech and noise) will be con-
volved with the room impulse responses (RIR), computed



Figure 2: Simulation system

according to the image method by Allen and Berkley.
The multichannel signals are mixed to get the desired
SNR in a second step. The mixed signal controls the
master algorithm, and all adaptive parts are copied to
two slave algorithms, which filter only either speech or
noise. Therefore, we can compute information on speech
degradation and true noise reduction (see figure 2). The
advantage of this structure is that signal degradation due
to reverberation and artefacts of adaptive algorithms can
be computed separately. For example, after reverberation
the log-area-ratio distance (LAR) increases, but after pro-
cessing with any non-adaptive algorithm the LAR will
decrease, since the algorithms have some dereverberation
effects. In the evaluation unit the following quantities
can be computed: LAR, Cepstral Distance (CD), SNR,
Noise Reduction (NR) and Critical Band NR (CBNR).
All quantities have short-time and global averaged val-
ues.
In order to evaluate the performance of our new algo-
rithm (APES) in different situations we simulated two re-
verberation times (�60 = 150ms; 450ms), two different
look-directions (broadside, endfire), and different noises
(white gaussian and speech-like). The speech-like noise
was generated by white noise which was filtered by a
Butterworth-filter with the coefficients:
B = [0:045 0 -0.045],A = [1 � 1:893 0:91] and
fs = 8kHz.
We compared the new algorithm (APES) with

� a Delay-and Sum-Beamformer (D&S),

� a Standard Adaptive Post-Filter [8] (APF),

� a Superdirective-Beamformer (SB),

� and a one-channel solution named the Ephraim and
Malah MMSE-logSTSA Estimator [9] (EM).

Figure 3 shows the noise reduction performance for�60 =
450ms, white noise, and endfire steering direction. We
can see that APES outperforms all other algorithms. Fur-
thermore, all algorithms improve the speech quality at
low SNRs (see figure 4), but the EM-algorithm degrades
the signals at higher SNRs.
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Figure 3: Noise reduction vs. SNR (N = 4, �60 =
450ms)

Figure 5 illustrates the signal degradation due to adap-
tive processing. The non-adaptive algorithms (D&S, SB)
increase the speech signal quality due to their dereverber-
ation properties. In contrast, all adaptive schemes (APF,
EM, APES) degenerate the speech signal by signal can-
cellation, whereas our new algorithm produces less can-
cellation and less musical tones over a wide range of sim-
ulated SNRs.
In figure 6 some spectrograms are depicted to give an
idea of the noise reduction over frequency.2

In a second experiment we changed the noise type to
speech-like. In this case the noise reduction performance
degrades. Especially, D&S and APF cannot reduce the
main noise power at lower frequencies. On the other
hand, the EM-algorithm is independent of the noise spec-
trum and has a good noise reduction behaviour. SB and
APES are the only multi-microphone algorithms that re-
duce the noise and improve the speech quality for all
SNRs. In order to evaluate the audible noise reduction
we examined the noise reduction in the critical bands
(CBNR) of the ear (16 bands) and averaged over all bands
in order to get more realistic results (The exact results are
not shown here, due to space constraints).

2Sound-files can be downloaded from
http://www.comm.uni-bremen.de/whomes/meyer .
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Figure 4: Log area ratio distance vs. SNR (N = 4, �60 =
450ms)
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Figure 5: Signal degradation measured in LAR (N = 4,
�60 = 450ms)

4. CONCLUSION

In this paper we have shown that it is possible to com-
bine a superdirective beamformer with an adaptive post-
filter. The new algorithm outperforms all related tech-
niques without producing more artefacts than other adap-
tive techniques. Furthermore, we have introduced a new
simulation scheme that allows to measure the perfor
mance of adaptive algorithms in terms of SNR-enhance-
ment, speech quality and signal degradation.
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